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Abstract

Background: The use of wearables and mobile phone apps in medicine is gaining attention. Biofeedback has the potential to
exploit the recent advances in mobile health (mHealth) for the treatment of headaches.

Objectives: The aim of this study was to assess the validity of selected wireless wearable health monitoring sensors (WHMS)
for measuring surface electromyography (SEMG) and peripheral skin temperature in combination with a mobile phone app. This
proof of concept will form the basis for developing innovative mHealth delivery of biofeedback treatment among young persons
with primary headache.

Methods: Sensors fulfilling the following predefined criteria were identified: wireless, small size, low weight, low cost, and
simple to use. These sensors were connected to an app and used by 20 healthy volunteers. Validity was assessed through the
agreement with simultaneous control measurements made with stationary neurophysiological equipment. The main variables
were (1) trapezius muscle tension during different degrees of voluntary contraction and (2) voluntary increase in finger temperature.
Data were statistically analyzed using Bland-Altman plots, intraclass correlation coefficient (ICC), and concordance correlation
coefficient (CCC).

Results: The app was programmed to receive data from the wireless sensors, process them, and feed them back to the user
through a simple interface. Excellent agreement was found for the temperature sensor regarding increase in temperature (CCC
.90; 95% CI 0.83-0.97). Excellent to fair agreement was found for the SEMG sensor. The ICC for the average of 3 repetitions
during 4 different target levels ranged from .58 to .81. The wireless sensor showed consistency in muscle tension change during
moderate muscle activity. Electrocardiography artifacts were avoided through right-sided use of the SEMG sensors. Participants
evaluated the setup as usable and tolerable.

Conclusions: This study confirmed the validity of wireless WHMS connected to a mobile phone for monitoring neurophysiological
parameters of relevance for biofeedback therapy.

(JMIR Biomed Eng 2018;3(1):e1)   doi:10.2196/biomedeng.9062
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Introduction

In the emerging era of mobile health (mHealth) and technology,
the use of wearable sensors and mobile phone health apps has
recently gained attention. This has led to a subcategory of health
informatics, labeled mHealth, encompassing the use of mobile
phones for medical purposes [1]. In addition to these apps, there
is also a wide array of wearable health monitoring sensors
(WHMS) [2],which represent a means for patients to access
real-time data from a broad range of physiological parameters
at home [3-5], thus enabling extensive data acquisition [6].
mHealth is of special interest to the younger generation, which
is constantly exposed to and familiarized with such technology.
It is also increasing in popularity within the field of headache
care and research. In particular, mobile phone–based headache
diaries are frequently used [7]. However, there is a potential for
extending this mobile technology into the preventive treatment
of headache disorders, such as migraine. The bulk of current
mHealth research focuses on chronic conditions and delivery
of self-educational treatment [8], fitting the description of
behavioral headache treatments. Biofeedback, one of the several
behavioral headache treatments, is well established and
empirically supported [9]. Systematic reviews with
meta-analyses demonstrated that biofeedback is effective as a
migraine prophylaxis in both the adult and pediatric populations
[10,11]. However, the treatment is both time-consuming and
costly and therefore not readily available for those in need.
Thus, a more optimal approach for behavioral headache
treatment has long been sought [12,13]. Biofeedback has the
potential to exploit the recent advances in mHealth technology
[14,15]. All the while, biofeedback mHealth solutions for other
purposes, such as exercise and postcancer swallowing exercises,
are being developed [16,17].

Modalities proven effective in biofeedback treatment for
headache disorders include surface electromyography (SEMG)
and peripheral skin temperature. Both modalities are common
in the current development of WHMS [2] and may serve as
natural elements in the implementation of biofeedback solutions.
Nevertheless, such WHMS sensors have not been validated for
use in neurophysiological monitoring for the purpose of
biofeedback therapy.

The aim of this study was to assess the validity of WHMS for
measuring SEMG and peripheral skin temperature in
combination with a mobile phone app. This proof of concept
would form the basis for the development of a novel, innovative
mHealth system for biofeedback therapy for young persons with
primary headache.

Methods

Study Design
In the first phase of the study, we identified suitable WHMS
and developed the preliminary software. In the second phase of
the study, we recruited healthy volunteers to establish the
validity of the chosen WHMS. The study was exploratory in
nature, with the main aim to evaluate the validity of the chosen
WHMS by assessing the agreement compared with stationary

neurophysiological equipment following recommended
guidelines for agreement studies [18].

Identification of Sensors
The inclusion criteria and requirements for suitable sensors were
(1) wireless setup, (2) small size, (3) low weight, (4) simple to
use compared with standard clinical equipment, and (5) low
cost.

Software Development
The first version of the app was created as a minimal viable
product (MVP). This preliminary version was programmed to
serve as the starting point of iterative and incremental rounds
of testing [19], allowing subsequent development and
fine-tuning of the user interface and software components in an
upcoming usability study.

Participants
We considered a sample size of 18 to be sufficient, based on
the model for sample size determination in reliability studies
presented by Bonett [20] (Multimedia Appendix 1). We set out
to recruit 20 healthy volunteers to account for potential dropouts.
Participants were recruited as a convenience sample by actively
seeking out young individuals from the local research and
student community. Exclusion criteria were reduced hearing,
vision, or sensibility, and severe neurologic or psychiatric
disease.

Equipment
TheNeckSensor (EXPAIN, Oslo, Norway) was selected as the
wireless WHMS to measure muscle tension. This is a small,
compact bipolar SEMG sensor, with a single SR-R adhesive

gel patch containing both electrodes (total patch area, 19.8 cm2),
and no patient ground electrode. For wireless measurement of
temperature, we selected the PASPORT Skin/Surface
Temperature Probe, PS-2131, combined with PASPORT
Temperature sensor, PS-2125, and AirLink, PS-3200 (Pasco,
Roseville, CA, USA). Both the sensors transmitted signals via
Bluetooth Smart/4.0.

As the stationary equipment, the following AD Instruments
(Dunedin, New Zealand) setup was used: (1) SMEG signals
recorded with 5-Lead Shielded Lead Wires (MLA2505) and
5-Lead Shielded BioAmp cable (MLA2540) attached to Red

Dot 2560 electrodes with a silver/silver-chloride 3.48 cm2 sensor
area (3M Health Care, Germany) fed through a Dual BioAmp,
FE135, and PowerLab 8/35; (2) equivalent lead wires, cables,
and electrodes for registration of an electrocardiogram (ECG)
through a separate Dual BioAmp; and (3) temperature registered
through Skin Temperature Pod and Probe, ML309 + MLT422/A
fed through PowerLab. The recordings were visualized and
analyzed using the LabChart 8 software (AD Instruments,
Dunedin New Zealand) installed on a Dell Latitude E4310
laptop.

Experimental Procedure
Participants were seated in a recliner at a 90 degree angle in the
neurophysiological laboratory. The 2 electrodes from the
NeckSensor were placed over the upper fibers of the right
trapezius muscle midway along the line between the spinous
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process C7 and the acromion [21,22]. Since simultaneous
registrations of SEMG signals from the same location with
different sets of surface electrodes are not possible, one set of
electrodes from the stationary equipment was placed 2 cm
cranially of the NeckSensor, and the other set was placed 2 cm
caudally. The interelectrode distance was 4 cm. The “patient
ground” electrode for the stationary equipment was placed over
the spinous process C7 (Figure 1). The skin beneath the
stationary electrodes was washed with alcohol swabs. The 2
skin temperature sensors were attached, without touching each
other, to the volar pad of the distal phalange on the second finger
with sticky tape, with the stationary sensor placed radially of
the 2 sensor electrodes.

Figure 1 shows the scheme of the electrode placements over
the upper trapezius fibers. The wireless sensor electrode pair
was placed first, midway in the line between the acromion and
the spinous process C7. One of the two pairs of stationary sensor
electrodes was placed cranially, whereas the other was placed
caudally of the wireless sensor electrode pair. The interelectrode
distance for each pair was 4 cm.

Initially, each participant was asked to relax for 5 min to allow
the skin temperature to increase during relaxation. Relaxation
was achieved by asking the participant to do nothing and sit
still on the recliner. This served to give a baseline (relaxed)

muscle tension measurement. Relaxed trapezius muscle tension
(baseline) was recorded in the last 30 s of relaxation. Thereafter,
the temperature sensors were detached to allow the measurement
of room temperature for the remainder of the procedure.
Subsequently, the participant was instructed to complete a series
of exercises to activate the upper fibers of the trapezius muscle.
Arbitrary angle isometric maximal voluntary contraction (MVC),
through shoulder elevation, was completed in 3 repetitions, each
lasting for 6 s [22-25]. The SEMG and force were
simultaneously registered. The force was recorded by a
dynamometer (Manual Muscle Tester, Lafayette Instruments,
USA) attached to a fixed sling placed over the acromion.
Subsequently, the participant was asked to complete similar
sets of contractions at 50% (VC50) and 25% (VC25) of maximal
contraction guided by a sound signal from the dynamometer
elicited at a corresponding set force. Finally, the participant was
asked to complete 4 repetitions of static contractions (15 s each)
performed by abducting both shoulders to a 90 degree angle
and holding them against gravity [22].

After completing the exercises, the participant was asked to
answer a 5‐item user evaluation questionnaire. Of these, 3
questions had reply options on a 5‐point Likert scale, ranging
from “Very dissatisfied” to “Very satisfied,” while the remaining
2 questions were open for free comments (Table 1).

Figure 1. Electrode placement.
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Table 1. Evaluation questionnaire.

QuestionItem

Did you perceive the wireless sensors as practical to use?1

To what degree did you feel that the use of shoulder-musculature reflected the feedback in the app?2

Do you recognize the wireless sensors as safe to use?3

Did you experience any undesirable harmful effects (if yes, please explain)?4

Do you have any further comments (if yes, please explain)?5

Data Management
The NeckSensor uses a 12‐bit ADC resolution sampled at
1024 Hz with a third order 10‐480 Hz active bandpass filter.
The sensor was programmed to calculate and transmit mean
square values internally, with a window width of 40 ms, with
no overlap, and a frequency of 25 Hz in order not to overload
the Bluetooth capacity. The PowerLab sampled the SEMG
signals at 2000 Hz with a fourth order Bessel lowpass filter at
500 Hz and a first order high pass filter at 10 Hz. In addition,
a 50 Hz notch analog filter was applied [26]. All stationary
recordings were evaluated visually for the presence of ECG
artifacts. If found, these were to be corrected by removing the
spike-correlated area in the SEMG signal and subsequently
replacing the gap with surrounding SEMG activity.

First, the stationary readings were root mean square (RMS)
rectified and then averaged over the two sets of electrodes to
avoid phase-cancellations. The RMS value was calculated from
the mean square values of the wireless sensors. The RMS values
for each muscle contraction exercise to be used in the analyses
were calculated as the mean of the repetitions for both
equipment sets. For the temperature measurements, we
calculated the difference in temperature from the start to the
end of relaxation and the difference between the temperature
at the end of relaxation and room temperature.

Statistics
The means and SD for the RMS values during trapezius muscle
exercises and the chosen data temperature points were
calculated. Systematic differences between stationary and
wireless equipment were assessed with the Wilcoxon
signed-rank test.

Mean difference (MD) and limits of agreement (LOA), together
with Bland-Altman plots were used as descriptive tools [27].We
calculated the intraclass correlation coefficient (ICC) with a
two-way, mixed-effects consistency of agreement model.
Coefficients for both individual and average agreement were
presented. In addition, we calculated the Lin concordance
correlation coefficient (CCC) [28-30]. For the ICC and CCC
analyses, the data was first transformed to meet assumptions
for a two-way analysis of variance model. Then the data was
transformed by calculating the natural logarithm after adding
0.1 as a constant to adjust for values being close to zero. The
ICC values were interpreted as suggested by Cicchetti et al [31],
that is, unacceptable or poor (.00‐.40), fair (.41‐.60), good

(.61‐.75), and excellent (.75‐1.00). All data were analyzed
by using the statistical package Stata version 14 (StataCorp,
College Station, TX, USA).

Results

Sensors and Software
The WHMS fulfilling the predefined requirements were
identified through pragmatic Internet-searches. The MVP
version of the app used in the experimental procedure was
programmed to receive data from the wireless sensors and feed
raw data back to the user. The raw data were presented as two
columns increasing in height with increase in muscle tension
and temperature, respectively. The app was programmed to
allow connection of any WHMS using Bluetooth.

Participants
A total of 20 healthy participants were recruited and completed
the experimental procedure. Of these, 12 were male participants,
and their mean age was 24.7 years (SD 2.7, range 18‐29 years).

Surface Electromyography Sensor Agreement
We observed no ECG artifacts in the SEMG recordings (Figure
2). Hence, the ECG-related elements were not removed from
the SEMG recordings.

Figure 2 shows the raw data of the SEMG activity for the
wireless sensor (red), anterior stationary sensor (blue), and
posterior stationary sensor (green) from a 24-year-old male
participant. The marked areas indicate where the different
exercises are performed. The figure exemplifies the absence of
ECG artifacts and the similarity of the signals.

Means and standard deviations of the RMS values for the
trapezius muscle exercises are presented in Table 2. The wireless
sensor showed a lower voltage during trapezius muscle exercises
than during all contraction periods and at baseline.

Table 3 summarizes the MD in millivolts (mV) between
stationary and wireless equipment with corresponding LOA,
for each of the exercises. Compared with the wireless equipment,
the stationary equipment indicated a systematically higher
voltage during MVC (0.25 mV), VC50 (0.11 mV), VC25 (0.06
mV), static hold (0.07 mV), and baseline (0.04 mV). A
Bland-Altman plot, visually presenting the MD and LOA for
VC25, is shown in Figure 3. Table 3 also summarizes the ICC
and CCC values for the SEMG equipment comparisons.
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Figure 2. Raw surface electromyography (SEMG) data. ECG: electrocardiogram; MVC: maximal voluntary contraction; RMS: root mean square;
VC50: voluntary contraction at 50% force; VC25: voluntary contraction at 25% force.

Table 2. Comparison of the means for stationary and wireless equipment.

Z-value (P value)aWireless equipment (SD)Stationary equipment (SD)Exercise

3.73 (<.001)0.37 (0.15)0.62c (0.25)MVCb

3.92 (<.001)0.15 (0.06)0.26 (0.11)VC50d

3.73 (<.001)0.09 (0.05)0.15 (0.05)VC25e

3.85 (<.001)0.08 (0.03)0.16 (0.06)Static hold

3.92 (<.001)0.01 (0.002)0.045 (0.004)Baseline

0.75 (=.46)28.8 (3.3)28.8f (3.4)Start temperature

3.4 (<.001)31.5 (4.0)30.7 (3.6)End temperature

3.9 (<.001)23.6 (0.4)23.0 (0.3)Room temperature

aZ-value from Wilcoxon signed-rank test.
bMVC: maximal voluntary contraction.
cMean voltage in millivolts RMS.
dVC50: voluntary contraction at 50% force.
eVC25: voluntary contraction at 25% force.
fMean temperature in degrees Celsius.
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Table 3. Indices of agreement between stationary and wireless equipment.

CCCb (95% CI)ICC (95% CI) averageICCa (95% CI) individualLimits of agreementMean differenceExercise

.52 (0.30‐0.73).89 (0.73‐0.96).81 (0.57‐0.92)−0.12 to 0.610.25fMVCc

.44 (0.23‐0.64).89 (0.73‐0.96).81 (0.57‐0.92)−0.04 to 0.270.11VC50d

.37 (0.14‐0.60).79 (0.47‐0.92).66 (0.31‐0.85)−0.03 to 0.150.06VC25e

.26 (0.06‐0.45).73 (0.32‐0.89).58 (0.19‐0.81)−0.02 to 0.160.07Static hold

.01 (0.00‐0.01).67 (0.16‐0.87).50 (0.09‐0.77)0.03-0.040.04Baseline

.90 (0.83‐0.97).98 (0.95‐0.99).96 (0.91‐0.99)−1.90 to 0.35−0.77gStart to end temperature

.98 (0.96‐1.0).99 (0.97‐1.0).98 (0.95‐0.99)−1.74 to 1.28−0.23End to room temperature

aICC: intraclass correlation coefficient.
bCCC: concordance correlation coefficient.
cMVC: maximal voluntary contraction.
dVC50: voluntary contraction at 50% force.
eVC25: voluntary contraction at 25% force.
fMean voltage in millivolts RMS.
gMean temperature in degrees Celsius.

Figure 3. Surface electromyography (SEMG) sensor agreement. mV: millivolts; RMS: root mean square.

Excellent agreement was found for MVC (ICC .81, 95% CI
0.57‐0.92) and VC50 (ICC .81, 95% CI 0.57‐0.92). Good
agreement was found for VC25 (ICC .66, 95% CI 0.31‐0.85).
Fair agreement was found for static hold (ICC .58, 95% CI
0.19‐0.81) and baseline (ICC .50, 95% CI 0.09‐0.77). All
participants displayed a decrease in voltage from MVC to VC50,

from VC50 to VC25, and from static hold to baseline for both
sets of equipment, with the exception of one participant who
had a small increase (0.03 mV) in voltage from VC50 to VC25
registered on the stationary equipment (Figure 4).
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Figure 3 shows Bland-Altman plot assessing the agreement
between stationary and wireless SEMG sensors during voluntary
contraction at 25% force. The x-axis represents the average of
the two parallel measurements. The y-axis represents the
corresponding difference between the 2 measurements. The
values are indicated in millivolt RMS.

Figure 4 is a line graph showing the SEMG readings for each
participant during MVC, VC50, VC25, static hold, and baseline.
The top panel indicates readings with the stationary equipment.
The bottom panel indicates readings with the wireless
equipment. The values are indicated in millivolt RMS.

Peripheral Skin Temperature Sensor Agreement
Means and standard deviations of the temperature measurements
at the 3 selected time points are shown in Table 2. The start
temperature between the 2 sets of equipment did not differ
significantly (P=.46), but the wireless sensor indicated a higher
temperature at the end of relaxation (P<.001) and at room
temperature (P<.001; Table 2).

The between-equipment MDs for changes in the temperature
are presented in Table 3, along with the LOA and agreement
indices. A Bland-Altman plot visually representing the MD and
LOA for temperature change during relaxation is depicted in
Figure 5. Excellent agreement was found for the change in
temperature during relaxation (CCC .90, 95% CI 0.83‐0.97)
and from end of relaxation to room temperature (CCC .98, 95%
CI 0.96‐1.0). A rise in temperature was detected among 17

participants on the stationary equipment, and among 18
participants on the wireless equipment. Moreover, a rise in
temperature of more than 1°C was detected among 15
participants on both equipment sets (Figure 6).

Figure 5 is a Bland-Altman plot showing the agreement between
stationary and wireless equipment for the change in temperature
from start to end of relaxation. The x-axis represents the average
of the 2 parallel measurements. The y-axis represents the
corresponding difference in measurements. The values are in
degrees Celsius.

Figure 6 is a line graph showing temperature readings for each
participant at the start and end of relaxation and at room
temperature. The upper panel represents readings with the
stationary equipment. The lower panel represents readings with
the wireless equipment. The values are in degrees Celsius.

Evaluation Questionnaire
In total, 19 of the 20 participants perceived the use of wireless
sensors as practical (n=14) or very practical (n=5). Likewise,
the absolute majority of participants reported that the app
feedback reflected the use of shoulder musculature to a large
(n=9) or a very large (n=9) degree. All participants regarded
the use of wireless sensors as safe (n=2) or very safe (n=18). In
contrast, 2 of the 20 participants reported undesirable, harmful
effects, with both stating that the removal of the electrodes
attached to the stationary equipment was unpleasant.
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Figure 4. Surface electromyography (SEMG) sensor line graphs. mV: millivolts; MVC: maximal voluntary contraction; RMS: root mean square; VC50:
voluntary contraction at 50% force; VC25: voluntary contraction at 25% force.
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Figure 5. Temperature sensor agreement. mV: millivolts; RMS: root mean square.
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Figure 6. Temperature sensor line graphs.
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Discussion

Principal Findings
This study aimed to provide a proof of concept for using a
mobile phone and WHMS for biofeedback purposes, in a fashion
similar to phase I-II development of new drug treatments [32].
We chose to investigate temperature and SMEG because they
are the most commonly used biofeedback modalities [11] and
are shown to be especially effective in adolescents [33]. We
identified sensors fulfilling a set of predefined criteria that were
considered necessary for the sensors to gain acceptance among
patients, and thus these sensors were used [34]. The choice of
sensors was arbitrary, as long as the predefined criteria were
met. Even though the use of other temperature and SEMG
sensors would not yield identical results, we argue that our
approach has provided a proof of concept.

We found that the use of a wireless temperature sensor had
almost perfect agreement regarding the change in finger
temperature during relaxation. Furthermore, the use of a wireless
SEMG sensor had a fair to excellent agreement for measuring
tension in the trapezius muscle. We noted that the wireless
SEMG consistently showed a lower voltage than the stationary
equipment. The SEMG sensors showed excellent agreement
during MVC and VC50, good agreement during VC25, and fair
agreement during static hold and baseline. However, under the
assumption that the stationary equipment was the most sensitive,
it is not surprising that the calculated agreement decreased
slightly at lower activity levels since random and
equipment-generated noise constituted a larger part of the signal
at low EMG-levels. Nonetheless, the wireless SEMG sensor
registered consistent changes in muscle tension. We observed
no ECG artifacts in the SEMG recordings. Therefore, it can be
assumed that the ECG artifacts do not have a relevant influence
on the SEMG recorded from closely placed bipolar electrodes
on the right shoulder. Moreover, the safety and usability of the
setup were highly satisfactory. In conclusion, the wireless
sensors are well suited for biofeedback purposes.

Strengths and Limitations
The proper sample size for the study was assessed before
recruiting participants (Multimedia Appendix 1). Traditionally,
a sample of 15 to 20 participants is deemed sufficient for
reliability studies [35]. However, the use of more precise
calculations of sample sizes has been previously suggested [36].
Therefore, we used a CI estimation model suggested by Bonett
[20] to determine the minimum sample size required. Due to
the interindividual variation in our findings, the analyses would
possibly have benefited from having a larger sample size
because we did not obtain a predefined CI for all analyses.

There is a large degree of variability in individual human
anatomical properties that may influence SEMG readings. This
includes the thickness of fatty tissues, resting muscle length,
velocity of contraction, muscle cross-sectional area, fiber type,
posture change, interelectrode distance, skin impedance, age,
and sex [22]. We chose to combine the recordings for the 2 pairs
of stationary sensor electrodes to approximate the muscle
activity of the wireless sensor placed in between. The relative
spread of the electrode pairs may have led to EMG crosstalk,

and muscle contraction exercises performed by untrained
participants may have additionally resulted in movement
artifacts, and suboptimal and varying performances [37]. The
abovementioned factors may all have limited the precision of
our measurements and contributed to a larger degree of
interindividual differences, thus lowering individual ICC and
CCC values for SEMG agreement. Likewise, the placement of
the 2 temperature sensors beside each other on the finger might
have led to differences in measurements. Figure 5 shows 1
outlier that displayed a larger increase in temperature by 1°C
with the stationary equipment than with the wireless equipment.
This differs from the majority that displayed the largest
temperature increase with the wireless equipment. Nevertheless,
LOA of ±1.5°C is still acceptable [38].

The SEMG signals usually have a frequency distribution with
significant energy up to 400 to 500 Hz, requiring a sampling
frequency of at least 1000 Hz (preferably 2000 Hz) to meet the
Nyquist rate (2 times higher signal frequency) and avoid the
so-called aliasing [39]. However, it is known that oversampling
above this critical Nyquist rate does not significantly improve
the signal quality [40] but will likely lead to higher cost and
size of the sensor. The SEMG signals are usually bandpass
filtered at 10 to 500 Hz [41], which we consequently chose to
do for both setups. Furthermore, we observed that the notch
filter, at 50 Hz, for the stationary equipment seemed to be
saturated during recordings. After analog filtering, sine waves
of 20 ms duration were still present. This may be explained by
power-line noise, despite the use of a notch filter [42]. The
wireless sensor also applies a notch filter at 50 Hz, which
increases the signal-to-noise ratio. In total, we concluded that
the wireless SEMG sensor applies appropriate signal processing
settings.

We chose different statistical methods for assessing agreement
to evaluate different properties of the wireless sensors. The
Wilcoxon signed-ranks tests, together with the Bland-Altman
plot and LOA, assess the degree of systematic differences and
expected variance between measurements. A two-way,
mixed-effect ICC model [43] ignores the element of rater
variance (raters fixed as the 2 equipment sets), and the estimate
can thus serve as an index of consistency [28,30,44,45]. This
is useful to assess agreement when having mean differences
between 2 measurement methods. We reported both individual
and average ICC values, as the average value becomes useful
when a large degree of interindividual variance exists or if
individual readings are considered unreliable [30]. On the other
hand, we also calculated the CCC to evaluate the degree of
absolute agreement, that is, the 2 measurement methods showing
identical values.

Interpretation
We have compared the WHMS with a gold standard; however,
this does not imply that the gold standard is without
measurement error. Thus, some lack of agreement is inevitable
[46]. As pointed out by Bland and Altman [47], one should keep
in mind that correlation coefficients alone do not assess
interchangeability of measurement methods. The acceptable
level of agreement in order to claim validity is a clinical
decision. Considering the intended use of the chosen sensors,
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a high degree of absolute agreement is not a necessity, but
consistency of agreement is important. We certainly observed
that there exists variance in the data, leading to a low degree of
absolute agreement. On the other hand, SEMG readings changed
similarly and as expected through the experimental procedure
for each participant, despite dissimilarities between the 2
equipment sets. This consistency is indeed supported by
excellent to fair agreement of ICC values. Furthermore, the
wireless SEMG sensor was less reliable at lower voltage, at
least in terms of absolute agreement, when compared with our
gold standard. A well-designed SEMG setup usually produces
a system noise of about 1% of the MVC [48]. Our stationary
equipment baseline showed 7% of MVC, which means that
there was some inherent noise in the gold standard setup. In
contrast, the baseline readings of the wireless sensors amounted
to 3% of MVC, which in part may explain the increasing
deviation at lower voltages.

Although the SEMG sensor did not demonstrate excellent
agreement in all analyses, both SEMG and temperature WHMS
appear to be suited for app-based biofeedback. Interestingly,
15 out of 20 participants (75%) managed to raise their
temperature by more than 1°C during a single naive session
indicating that the setup was simple to master. Moreover, all
participants had similar changes in muscle tension through the
sets of exercises. However, it is unlikely that the users will be
able to decrease their muscle tension throughout the entire
duration of a biofeedback session [49]. This means that detecting
a change in tension is more important than the absolute values.

In line with this, it was recently shown that the feedback itself
is more important than lowering muscle tension in the treatment
of headache [50]. Taken together, these findings imply that
perfect sensor agreement in itself is not a prerequisite for an
app-based biofeedback platform. The main focus of app-based
biofeedback should be directed at the development of
high-quality feedback mechanisms and user interfaces.

Prospects for Future Research
This study confirmed the usability of WHMS in a biofeedback
setting and established partial evidence for an upcoming
biofeedback app. At any rate, the scientific validation of the
sensor is of utmost importance for the value and effectiveness
of a future treatment program. The choice to use an MVP app
to assess agreement enables iterative and incremental
developments. Future research should be carried out to establish
further the basis for the use of WHMS for medical purposes in
the emerging era of health informatics and mHealth. As an
example, similar validation of heart rate variability
measurements, which is of interest in biofeedback treatment,
has been conducted [51,52,53]. We are currently exploring the
user interface and assessing the usability of the app among
adolescents with migraine.

Conclusions
This study confirmed the validity of wireless WHMS connected
to a mobile phone for monitoring neurophysiological parameters
of relevance for biofeedback therapy.
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RMS: root mean square
SEMG: surface electromyography
VC50: voluntary contraction at 50% force
VC25: voluntary contraction at 25% force
WHMS: wearable health monitoring sensors
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Abstract

Background: mHealth apps that measure heart rate using pulse photoplethysmography (PPG) are classified as class II
(moderate-risk) Food and Drug Administration devices; therefore, these devices need clinical validation prior to public release.
The Auralife Instant Blood Pressure app (AuraLife IBP app) is an mHealth app that measures blood pressure inaccurately based
on a previous validation study. Its ability to measure heart rate has not been previously reported.

Objective: The objective of our study was to assess the accuracy and precision of the AuraLife IBP app in measuring heart
rate.

Methods: We enrolled 85 adults from ambulatory clinics. Two measurements were obtained using the AuraLife IBP app, and
2 other measurements were achieved with a oscillometric device. The order of devices was randomized. Accuracy was assessed
by calculating the relative and absolute mean differences between heart rate measurements obtained using each AuraLife IBP
app and an average of both standard heart rate measurements. Precision was assessed by calculating the relative and absolute
mean differences between individual measurements in the pair for each device.

Results: The relative and absolute mean (SD) differences between the devices were 1.1 (3.5) and 2.8 (2.4) beats per minute
(BPM), respectively. Meanwhile, the within-device relative and absolute mean differences, respectively, were <0.1 (2.2) and 1.7
(1.4) BPM for the standard device and −0.1 (3.2) and 2.2 (2.3) BPM for the AuraLife IBP app.

Conclusions: The AuraLife IBP app had a high degree of accuracy and precision in the measurement of heart rate. This supports
the use of PPG technology in smartphones for monitoring resting heart rate.

(JMIR Biomed Eng 2018;3(1):e11057)   doi:10.2196/11057
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Introduction

Pulse photoplethysmograms (PPGs) quantify circulation-related
color changes in the vascular beds using optical sensors, and it
can be used to measure heart rate [1]. Heart rate monitors use
PPG are class II (moderate risk) Food and Drug Administration
devices, and these devices must undergo clinical validation prior
to their release [2]. Several consumer apps leverage the built-in
camera and light to obtain PPG-measured heart rate from an
illuminated body part (eg, finger). Most of these apps accurately
measure heart rate compared with a standard device [3-5].

The Instant Blood Pressure (IBP) app (AuraLife IBP app,
AuraLife, Newport Beach, CA) is an mHealth app that measures
blood pressure and heart rate using a smartphone with no
additional sensors. Both measurements are presented
simultaneously to the user. The app sold >148,000 copies and
earned >US $600,000 in revenue within 13 months after its
availability [6-8]. It was removed from the app store for unclear
reasons in July 2015. We previously reported the inaccuracy of
the AuraLife IBP app in measuring blood pressure compared
with a validated oscillometric device. Moreover, its
measurement process incorporated user-entered demographic
and anthropomorphic data in determining blood pressure
[6,9,10]. In multiple linear regression modeling of predicted
systolic and diastolic blood pressure on user-entered data, sex,
age, height, and weight of the participants accounted for only
12% and 12% of the variance in systolic and diastolic blood
pressure results for the standard device, respectively, but 66%
and 82% of the variability of these measurements for the
AuraLife IBP app. The manufacturers of the AuraLife IBP app
have raised concerns about our validation protocol and suggested
that our findings could be because of hemodynamic changes
resulting from the specific protocol [10,11]. These hemodynamic
changes would also affect heart rate. However, the precision
and accuracy of the app in measuring heart rate have not been
reported.

Determining the accuracy and precision of the AuraLife IBP
app in measuring heart rate would provide valuable information
for those using the AuraLife IBP app for this purpose and its
technology in general. More importantly, this report would
provide insight about the quality of the overall validation
protocol that we used. The high levels of accuracy and precision
of the AuraLife IBP app would support the quality of the overall
assessment protocol and confirm the inaccuracy of the blood
pressure measurement. Low accuracy or precision in obtaining
heart rate could be due to protocol-related hemodynamic
changes in patients (too much movement), not enough time
between measurements, or app-related performance
characteristics, and these would support the manufacturer’s
concerns. Finally, it provides the opportunity to determine if
the heart rate measurement was also inappropriately dependent
on user-entered variables. Herein, we report the accuracy and
precision metrics of the AuraLife IBP app in measuring heart
rate and the variability of heart rate measurements accounted
for by user-entered demographic and anthropomorphic data.

Methods

Validation Protocol
The methods of this validation protocol have been published
elsewhere [6]. We prescreened participants aged ≥18 years for
enrollment who were referred from 4 ambulatory clinics at Johns
Hopkins University School of Medicine and an ambulatory
research site. We excluded participants with contraindications
to blood pressure measurement in both arms, internal devices
(eg, pacemaker), active arrhythmias, height or weight values
outside of the supported range by the AuraLife IBP app (height:
<42 or >84 in and weight: <65 or >450 lbs), missing fingers,
or inability to follow instructions. Prespecified rules have stated
that participants with sequential systolic blood pressure
measurements of >12 mmHg or diastolic blood pressure
measurements of >8 mmHg (based on international validation
guidelines [12]) will be dropped out from the study.

The participants self-reported date of birth, sex, height, weight,
race, ethnicity, highest level of education, history of
hypertension, and receipt of antihypertensive medications. The
research staff recorded the patient’s date of birth, sex, height,
and weight into the app. The participants underwent 5 minutes
of quiet sitting. Then, they had 2 pairs of blood pressure and
heart rate measurements obtained from each device, of which
the sequence was random. The standard devices used were the
Omron 907 or Omron 907XL oscillometric noninvasive blood
pressure and heart rate monitors, which had an heart rate
measurement range of 30 to 199 BPM and an heart rate accuracy
within 5% of the reading [13]. These devices were calibrated
prior to the enrollment of the first participant. We used the
AuraLife IBP app version 1.2.3 installed on an iPhone 5s and
iPhone 6 running iOS version 8.3 (Apple Inc, Cupertino, CA),
which has a reported heart rate measurement ranging from 39
to 240 BPM [14]. Measurements from the AuraLife IBP app
and the standard device were separated by 60 seconds.

Accuracy
In accuracy analyses, we compared each individual heart rate
measurement obtained using the AuraLife IBP app with the
standard heart rate measurement, which was a mean of the heart
rate measurements obtained using both standard devices. We
calculated the mean relative difference and mean absolute
difference between the AuraLife IBP app and standard
equipment. Accuracy was visualized with scatterplot and
Bland-Altman plot using a short dashed gray line to indicate
the mean relative difference of the AuraLife IBP app minus
standard and long dashed gray lines to indicate 2 SD.

Precision
For precision metrics, we subtracted the second app
measurement from the first app measurement, calculating the
mean relative difference and mean absolute difference between
successive measurements for the same device. This was also
performed for the standard device. Precision was visualized
with paired coordinate plots. A black dashed line connected the
mean of each reading for each device.
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Dependence on User-Entered Variables
To assess the possibility of dependence of user-entered variables
on heart rate obtained using the AuraLife IBP app, we repeated
the same regressions that have been previously described [10],
that is, we regressed the reported heart rate for the standard
device and AuraLife IBP app on the age at the date of study
enrollment, gender (male), height in inches, and weight in

pounds. We interpreted the correlating R2 as the percentage of
the dependent variable (heart rate from each device) explained

by the independent variables. We compared R2 values of the
AuraLife IBP app and those of the standard device. This study
was approved by the institutional review board of the Johns
Hopkins University School of Medicine. All analyses were
performed with Stata MP 14.2 (StataCorp, College Station, TX).

Results

Validation Protocol
In August 2015 and September 2015, we prescreened 105
individuals, of whom 4 did not meet the inclusion criteria of
the study (active atrial fibrillation, n=1, or the presence of a
pacemaker, n=3). Of the 101 enrolled patients, 3 were not
included owing to standard device errors, and 13 were excluded
owing to high variation in successive standard device systolic
blood pressure measurements (n=7), diastolic blood pressure
measurements (n=4), or both (n=2). We were unable to obtain
blood pressure and heart rate results for 23 of the attempted 170
AuraLife IBP app measurements because the app encountered

an error and was unable to produce a measurement. These were
missing from the first pair in 5 individuals (n=5 measurements),
the second pair in 4 individuals (n=4 measurements), and both
pairs in 7 individuals (n=14 measurements). The complete pairs
of the AuraLife IBP app measurements were obtained in 69
individuals.

The mean (SD) age of the participants was 57 (16) years. Of
these participants, 48% (41/85) were men. Moreover, 61%
(52/85) were white, 28% (24/85) were black, and 9% (8/85)
were Asian (Table 1). The range of the heart rate measurements
obtained using the standard device was 46 to 94 BPM for the
first measurement, 45 to 94 BPM for the second measurement,
and 46 to 94 BPM for the standard measurement (mean of both
measurements used in the accuracy analysis). The range of the
measurements obtained using the AuraLife IBP app was 46 to
96 BPM for the first measurement and 45 to 99 BPM for the
second measurement.

Accuracy
The mean relative difference for heart rate obtained using the
AuraLife IBP app and standard device was 1.1 (3.5) BPM. The
mean absolute difference was 2.8 (2.4) BPM (Table 2). The
scatterplot showed a high correlation for heart rate
measurements obtained using the AuraLife IBP app and standard
devices with Pearson r=0.95 (P<.001), as seen in Figure 1. The
Bland-Altman plot showed a nondifferential pattern across the
means, as seen in Figure 2, with the dotted line indicating the
mean and dashed lines representing 2 SD.

Table 1. Baseline characteristics.

RangeParticipants (n=85)Demographics

18-8157 (16)Age (years), mean (SD)

41 (48)Male, n (%)

52 (61)White, n (%)

24 (28)Black, n (%)

8 (9)Asian, n (%)

4 (5)Hispanic ethnicity, n (%)

18-5128 (6)Body mass index (kg/m2), mean (SD)

92-170126 (17)Standard systolic blood pressure (mm Hg), mean (SD)

32-10070 (11)Standard diastolic blood pressure (mm Hg), mean (SD)

46-9468 (11)Standard heart rate (beats per minute), mean (SD)

45 (53)Hypertension, n (%)

41 (91)On medication, n (%)

71 (84)Owns a smartphone, n (%)

Table 2. Mean difference between devices.

RangeMean (SD) differenceDifference (beats per minute)

−9 to 121.1 (3.5)Relative

0 to 122.8 (2.4)Absolute
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Figure 1. Accuracy visualization: Scatterplot of AuraLife Instant Blood Pressure (IBP) app heart rate measurements versus the standard heart rate
measurements. BPM: beats per minute.
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Figure 2. Accuracy visualization: Bland-Altman plot for the AuraLife Instant Blood Pressure (IBP) app heart rate measurements and the standard
measurements. BPM: beats per minute.

Table 3. Precision metrics for each device.

RangeMean (SD) differenceDevice

Standard device (n=85)

−6 to 50.01 (2.2)Relative, beats per minute

0 to 61.7 (1.4)Absolute, beats per minute

AuraLife IBP App (n=69)

−13 to 7−0.1 (3.2)Relative, beats per minute

0 to 132.2 (2.3)Absolute, beats per minute

Precision
For the AuraLife IBP app, the mean relative difference between
the 69 pairs of measurements was −0.1 (3.2) BPM, whereas the
mean absolute difference was 2.2 (2.3) BPM (Table 3). For the
standard device, the mean relative difference between the 85
pairs of measurements was 0.01 (2.2) BPM. Meanwhile, the
mean absolute difference was 1.7 (1.4) BPM. The paired
coordinate plot showed minimal variability between the first

and second measurements from each device, as seen in Figure
3, with dashed lines representing mean values.

Dependence on User-Entered Variables
The regression of user-entered demographic and
anthropomorphic data on the reported heart rate obtained similar

R2 values for the standard device and the AuraLife IBP app
(Table 4). The independent variables accounted for 19% and
16% of the heart rate variability for the standard device and
AuraLife IBP app, respectively.
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Figure 3. Precision visualization: Paired coordinate plot for AuraLife Instant Blood Pressure (IBP) app and the standard device. BPM: beats per minute;
HR: heart rate.

Table 4. Regression coefficients.

Regression coefficientsDevice

R2ConstantWeight (lbs)Height (inches)MaleAge (years)

0.1974.680.07−0.04−5.74−0.24Standard heart rate

0.1673.110.050.05−5.73−0.23AuraLife Instant Blood Pressure app heart rate

Discussion

Principal Findings
In this validation study of heart rate measurements obtained
using an mHealth app that was previously found to be inaccurate
in measuring blood pressure, we revealed that the AuraLife IBP
app has a high degree of accuracy and precision for the

measurement of heart rate. The heart rate measurement had a
similar amount of demographic or anthropomorphic information
as the standard device, which is minimal.

Implications
Prior assessments of heart rate measuring-devices have generally
been positive, and one meta-analysis has reported a pooled
correlation coefficient of 0.95 [15], which is identical to that
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observed in this validation protocol. The use of these apps for
the detection of heart rate in the context of arrhythmia is limited.
Unfortunately, our protocol intentionally excluded participants
with arrhythmias because the standard device is not validated
to obtain heart rate or blood pressure measurements in
individuals with arrhythmias.

The accuracy of the heart rate measurements with the AuraLife
IBP app provides reassurance that our study protocol did not
induce hemodynamic changes, which could have potentially
biased the results of our blood pressure validation study. This
was a concern raised by the app developers. Hence, results from
this validation study of heart rate provide an indirect support to
our previous blood pressure validation study about the AuraLife
IBP app. Therefore, our protocol may be useful for other
researchers interested in comparing the performance
characteristics of mHealth apps with those of a validated
oscillometric device.

Limitations
Because the protocol was primarily designed as a blood pressure
validation study, all measurements were obtained at rest and

had limited range. Whether the accuracy or precision of the
AuraLife IBP app in measuring heart rate will change with
exercise or for individuals with resting values at greater extremes
is unclear. We did not include individuals with arrhythmias.
Thus, whether the performance metrics will be similar among
these patients is unclear. Although the standard device is widely
used in clinical practice for measuring heart rate and blood
pressure, it is not a conventional standard for heart rate or blood
pressure measurement in clinical studies. Future studies that
use a more conventional method, such as electrocardiography,
or those that include trained observers who will use a
random-zero sphygmomanometer must be conducted. Finally,
we did not test the Android version of the app.

Conclusions
The AuraLife IBP app has high accuracy and precision in
measuring heart rate in adult ambulatory patients. This further
supports the use of PPG technology in smartphones for
monitoring resting heart rate.
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Abstract

Background: The proposed experimental design was devised to determine whether a relationship exists between the occlusal
load applied and the size of the markings produced from tooth contact when dental articulating paper and T-Scan are interposed
alternatively.

Objective: The objective of our study was to compare the relationship between contact markings on an articulating paper and
T-Scan for an applied occlusal load.

Methods: In this in vitro study, dentulous maxillary and mandibular dies were mounted on a metal jig and articulating paper
and T-Scan sensor were placed alternatively between the casts. Loads simulating occlusal loads began at 25 N and incrementally
continued up to 450 N. The resultant markings (180 marks resulting from articulating paper and 138 from T-Scan) were
photographed, and the marks were analyzed using MOTIC image analysis and sketching software. Descriptive statistical analyses
were performed using one-way analysis of variance, Student t test, and Pearson correlation coefficient method.

Results: Statistical interpretation of the data indicated that with articulating paper, the mark area increased nonlinearly with
increasing load and there was a false-positive result. The characteristics of the paper mark appearance did not describe the amount
of occlusal load present on a given tooth. The contact marking obtained using T-Scan for an applied occlusal load indicated that
the mark area increased with increase in the load and provided more predictable results of actual load content within the occlusal
contact.

Conclusions: The size of an articulating paper mark may not be a reliable predictor of the actual load content within the occlusal
contact, whereas a T-Scan provides more predictable results of the actual load content within the occlusal contact.

(JMIR Biomed Eng 2018;3(1):e11347)   doi:10.2196/11347
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Introduction

Over the years, occlusal analysis has been a matter of
guesswork. Occlusal indicators are widely used in dental
treatment to measure tooth contacts that occur during occlusion.
They are important tools in locating interference and refining
occlusal contacts during prosthodontic rehabilitation [1]. Aids
such as articulating paper, waxes, and pressure-indicating paste

are used when a dentist has to assess and balance the occlusal
forces. The accurate measurement of tooth contacts can provide
valuable information for diagnostic, treatment, or prognostic
purposes. Hence, the accuracy of these indicators is essential
for the establishment of occlusal harmony [2].

Occlusal indicators can be broadly divided into two categories
based on their measurement capacity: qualitative and
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quantitative indicators. Qualitative indicators, such as the
articulating paper and articulating silk, are limited in
measurement to only the location and number of tooth contacts
[1]; these are the most commonly used indicators because of
their low cost and ease of application. Quantitative indicators,
on the other hand, include electro-optic and resistive techniques
such as the T-Scan pressure measurement system; these
indicators have the added capability of measuring the time and
force characteristics of tooth contacts, but they are more
expensive [1].

It has been advocated in textbooks on occlusion [3-8] that the
articulating paper mark area is a representative of the load
contained within the mark. While using the articulating paper,
we tend to assume that a vivid occlusal contact is the location
where a large occlusal force has been applied [9]. The
articulating paper mark appearance describes that large and dark
marks indicate heavy load, whereas smaller and light marks
indicate lightloads. Additionally, the presence of many
similar-sized marks spread around the contacting arches is
purported to indicate the equal occlusal contact intensity,
evenness, and simultaneity [10]. However, limited literature
exists to clinically correlate and confirm these findings. By
employing articulating paper as a force measurement device,
we, as clinicians, miss properly seeing the occlusal force,
occlusal contact intensity, evenness, and simultaneity [9]. Hence,
this proposed experimental design was devised to determine
whether a relationship exists between the applied occlusal load
and the size of the markings produced from the tooth contact
when a clinically used dental articulating paper and T-scan are
interposed alternatively.

Methods

Materials Used
We used Bausch 40-μm microthin articulating papers and
ultrathin T-Scan III sensor (.004 inch, 0.1 mm). The articulating

paper was tear resistant and coated with liquid colors on both
sides. The special color coating with liquid colors consists of
many color-filled microcapsules. Even the slightest masticatory
pressure can cause the capsules to burst and, thus, release the
distinctly visible color. The T-Scan system comprises a sensor,
handle and cable, system unit, and software that detect patients’
occlusal forces. The handle’s attached USB cable is then
connected directly to the computer via the USB port.

Mounting of Metal Dies and Contact Procedure
Using articulating paper mark, occlusal loads were evaluated
on a solid metal die (Figure 1) with no soft-tissue components.
Vertical loading was accomplished by designing a cast
anchoring apparatus that attached the metal dies to a metal jig.
The metal dies were secured to the metal jig through machined
rods with alignment holes (Figure 2) that ensured a precise
alignment of the maxillary and mandibular casts prior to testing.
The recording materials—articulating paper and T-Scan
III—were placed sequentially on the occlusal surface of the
mandibular teeth of the model.

Methodology
Preliminary loading of casts was performed once to properly
mate the casts and then again to ensure that the overshoot of
load cell was an acceptable value. Then, the Bausch articulating
paper (thickness, 0.04 mm), with red surface occluding the
maxillary cast and blue surface occluding the mandibular cast,
was held in place between the casts. The loading began before
the dies were intercuspated until complete intercuspation at
25-N loads. Then, the readings on the displaying unit were
recorded before returning to zero position to release the load.
This procedure was repeated 2 more times, with each 3-tap trial
comprising one test. Next, the paper markings left on the
maxillary and mandibular casts were photographed with a
10-megapixel digital camera. The load was gradually increased
from 25 N to 450 N, and the entire process was repeated.

Figure 1. Horseshoe-shaped, full arch, red-blue articulating paper (left) and articulating paper mark area (right).
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Figure 2. Metal maxillary and mandibular dies mounted on a jig.

Recording Procedure Using T-Scan III
Prior to recording, the handle with a sensor (Figure 3) and arch
support was placed between the maxillary and mandibular metal
dies. The sensor was placed in such a way that it aligned
centrally with the midline of the maxillary incisors. Then, the
recording was initiated by depressing and releasing the recording
button located on the top surface of the recording handle. After
the handle button was pressed, the arch model was automatically
created on the screen. When the sensor was placed between the
two opposing dies at maximum intercuspation, the resultant
reduction in electric resistance was translated into an image on
the screen (Figure 4). We used MOTIC software (Motic
microscopy, Hong Kong; accessed from the Department of Oral
Pathology, The Oxford Dental College Bangalore), which has
been designed to analyze and display tooth contact data as
registered by the sensor (Figure 5). Next, the T-scan III was
occluded between the metal dies and the force was loaded and
recorded. The load was gradually increased from 25 N to 450
N, and the entire process was repeated. This procedure was
repeated 2 more times, with each 3-tap trial comprising one test
[11].

Image Analysis and Processing
Photographs of the paper markings left on the maxillary and
mandibular casts resulting from each 3-tap trial were analyzed.
We used a 10-mega pixel digital camera placed at a distance of
6 inches from the metal dies. The experimental design produced
100 photos for analysis. In all photographs, 6 prominent
markings (indicating 6 contacts) were identified on the casts.

Any other inconsistent occlusal markings were disregarded.
The 6 distinct contact markings were analyzed using MOTIC
software to magnify the markings. The markings were analyzed
sequentially from contact numbers 1-6. A total of 180 (6 teeth
× 10 force levels × 3 repetitions =180) marks were statistically
analyzed. Furthermore, the photographs of T-Scan markings,
which were displayed as an arch model on the screen, were
analyzed using MOTIC software.

Calculation of the Size of the Largest Paper Mark per
Photograph
We used a freehand sketcher (Adobe Photoshop CS4, San Jose,
CA, USA) to magnify and calculate the paper mark surface area
in photographic pixels of the largest and most prominent
articulation paper mark found in a marked quadrant. MOTIC
software was used to magnify the markings so that the freehand
sketcher could be used to trace the boundary of the paper mark.
The largest mark was outlined using MOTIC software outline
sketcher command, which accessed the number of pixel count
within the enclosed boundary (the freehand sketcher
automatically calculates the number of pixels enclosed within
the outlined area). Next, the tooth and the contact location of
the largest paper mark in a quadrant were recorded in a
spreadsheet for future data analysis.

Statistical Analysis
We performed descriptive statistical analysis in this study.
Comparisons were performed using one-way analysis of
variance (ANOVA), Student t test, and Pearson correlation
coefficient method.

Figure 3. T-Scan sensor, USB handle with attached USB cable, and T-Scan system unit.
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Figure 4. T-Scan contact markings.

Figure 5. Image analysis using MOTIC software.

Results

Data were plotted for each of the 6 marks of the articulating
paper and the marks that were evaluated using T-Scan. We
plotted a best-fit curve and performed one-way ANOVA and
Pearson correlation coefficient method. Data were grouped and
plotted by each load level to calculate descriptive statistics.
Because all teeth were subjected to the exactly same loads,
Student t test was used to determine whether the mark areas

were the same or significantly different at each load. During all
tests, no gross observable paper failure was found; however,
some local indentations or crinkling was observed as paper
conformed to the shape of tooth edges. Furthermore, each
T-Scan sensor was used for 10 test loads.

In the incisor region, the articulating paper mark area was

maximum at a load of 300 N and was 282.50 µm2, whereas with

the T-Scan, the maximum area was 30.63 µm2 at 100 N (Tables
1 and 2; Figure 6).
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Table 1. Comparison of different forces with area (in micrometer square) marked with articulating paper in different teeth regions using one-way
analysis of variance.

Second molar,

mean (SD)

First molar,

mean (SD)

Premolar,

mean (SD)

Right side canine,

mean (SD)

Incisors,

mean (SD)

Left side canine,

mean (SD)

Force (N)

37.33 (6.43)50.17 (11.09)75.67 (30.92)36.00 (3.46)46.67 (10.12)58.00 (16.52)25

137.67 (27.32)170.67 (48.91)247.00 (26.51)33.17 (7.94)166.50 (48.48)55.67 (4.91)050

131.33 (29.26)251.67 (55.99)373.67 (86.77)48.33 (21.94)166.67 (36.94)101.50 (8.67)100

184.00 (11.27)202.33 (59.47)513.33 (69.95)69.00 (3.46)171.67 (32.52)35.00 (7.94)150

160.00 (21.28)239.33 (44.46)239.33 (44.46)130.33 (30.14)208.67 (7.51)113.50 (16.86)200

243.00 (29.55)271.00 (20.22)549.67 (32.75)94.33 (20.31)242.67 (29.87)105.17 (8.95)250

213.33 (25.11)269.50 (62.93)444.67 (34.20)103.67 (10.50)282.50 (78.38)98.17 (15.25)300

265.33 (15.70)256.00 (42.79)404.67 (60.05)82.67 (1.53)251.00 (89.00)77.50 (10.76)350

128.33 (22.81)166.83 (41.12)350.83 (35.76)68.00 (8.72)140.17 (28.65)85.00 (11.95)400

169.00 (43.14)159.67 (28.22)442.33 (37.87)79.33 (6.03)178.00 (36.37)99.00 (7.76)450

<0.001<0.001<0.001<0.001<0.001<0.001P value

Table 2. Comparison of different forces with area (in micrometer square) marked with T-Scan in different teeth regions using analysis of variance.

Right sideLeft sideForce (N)

First molar,

mean (SD)

Premolar,

mean (SD)

Canine,

mean (SD)

Incisors,

mean (SD)

Incisors,

mean (SD)

Canine,

mean (SD)

Premolar,

mean (SD)

First molar,

mean (SD)

Second molar,

mean (SD)

N/AN/AN/AN/A10.40 (0.72)10.90 (1.00)N/AN/AN/Aa25

N/AN/AN/AN/A2.47 (0.32)3.03 (0.81)15.37 (8.00)N/AN/A50

N/AN/AN/AN/A30.63 (3.50)N/AN/A21.00 (1.00)N/A100

N/AN/AN/AN/A21.33 (4.93)2.67 (1.10)3.60 (1.41)13.47 (4.97)N/A150

N/A2.70 (1.47)2.23 (0.68)6.00 (3.00)N/A15.33 (3.21)21.67 (4.04)20.33 (8.33)N/A200

N/AN/AN/A24.67 (7.19)N/A7.50 (1.87)19.67 (7.64)30.20 (6.88)N/A250

N/A2.87 (1.36)N/AN/A21.90 (5.12)38.70 (2.04)21.97 (4.38)15.53 (0.55)N/A300

N/AN/A4.20 (0.95)N/AN/AN/A16.10 (2.95)20.63 (5.12)8.30 (8.44)350

28.60 (2.62)13.10 (1.65)24.67 (6.81)N/A21.67 (5.03)37.67 (11.68)37.67 (7.77)41.33 (4.51)17.73 (1.00)400

31.83 (1.60)30.53 (2.38)11.10 (3.92)N/A27.73 (3.66)52.87 (12.27)56.37 (7.42)49.97 (6.41)19.30 (5.52)450

aN/A: not applicable.
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Figure 6. Comparison between results with articulating paper and T-Scan for applied load in the incisor region.

Figure 7. Comparison between results with articulating paper and T-Scan for applied load in the canine region.

The size of the mark area was approximately 9 times greater
with the articulating paper than with the T-Scan. In the canine
region (Tables 1 and 2; Figure 7), the articulating paper mark

area was maximum at 200 N and was 130.33 µm2, whereas with

the T-Scan, the maximum area was 52.87 µm2 at 450 N. The
mark area with the articulating paper was approximately 2 times
greater than that with the T-Scan. In the premolar region (Tables
1 and 2; Figure 8), the articulating paper mark area was

maximum at 250N and was 549.67 µm2, whereas with the

T-Scan, the maximum area was 56.37 µm2 at 450 N. The mark
area with the articulating paper was approximately 9 times

greater than that with the T-Scan. In the first molar region
(Tables 1 and 2; Figure 9), the articulating paper mark area was

maximum at 250 N and was 271 µm2, whereas with the T-Scan,

the maximum area was 49.97 µm2 at 450 N. The mark area with
the articulating paper was approximately 5 times greater than
that with the T-Scan. In the second molar region (Tables 1 and
2; Figure 10), the articulating paper mark area was maximum

at 350 N and was 265.33 µm2, whereas with T-Scan, the

maximum area was 19.30 µm2 at 450 N. The mark area with
the articulating paper was approximately 10 times greater than
that with the T-Scan.
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Figure 8. Comparison between results with articulating paper and T-Scan for applied load in the first premolar region.

Figure 9. Comparison between results with articulating paper and T-Scan for applied load in the first molar region.

Figure 10. Comparison between results with articulating paper and T-Scan for applied load in the second molar region.
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Figure 11. Comparison between results with articulating paper and T-Scan for applied load in the first molar region.

Figure 12. Comparison between results with articulating paper and T-Scan for applied load in the second molar region.

Discussion

Principal Findings
Articulating papers are the most frequently used qualitative
indicators to locate the occlusal contacts intraorally; their basic
constituents are a coloring agent and a bonding agent between
the two layers of the film [10]. On occlusal contact, the coloring
agent is expelled from the film, and the bonding agent binds it
on to the tooth surface [12]. On heavy contacts (ie, greatest
masticatory pressure), more color is squeezed out, resulting in
dark marks. When light contacts are made (ie, slight masticatory
pressure), less color is expelled, resulting in light marks. On
heavy contacts (ie, greatest masticatory pressure), more color
is squeezed out, resulting in dark marks. When light contacts
are made (ie, slight masticatory pressure), less color is expelled,
resulting in light marks. The selected marks to adjust are
generally chosen on the basis of their appearance characteristics.
The characteristic marking is observed as a central area that is
devoid of the colorant and surrounded by a peripheral rim of
the dye; this region is called “target” or “iris” owing to its

appearance, and it denotes the exact contact point. The density
of these markings does not denote the force of the contact;
instead, heavier contacts tend to spread the mark peripheral to
the actual location of the occlusal contact. Only the central
portion in heavy contact areas indicates the interference that
requires correction [12]. We evaluated this hypothesis to
determine whether a relationship exists between the applied
occlusal load and the size of the markings produced from tooth
contact when a clinically used dental articulating paper and
T-Scan are interposed alternatively.

The results of this study suggest that there is no correlation
between the mark area and the applied occlusal load. With the
articulating paper, we observed false-positive results, which is
in accordance with the results of a study conducted by Kerstein
and Qadeer [13,14] who attempted to correlate the occlusal
force to the paper mark size. Hence, we can conclude that the
characteristics of the paper mark appearance do not describe
the amount of occlusal load present on a given tooth. In addition,
this study proved that the incremental load increase did not
result in an equal increase in mark area size on any individual

JMIR Biomed Eng 2018 | vol. 3 | iss. 1 |e11347 | p.32http://biomedeng.jmir.org/2018/1/e11347/
(page number not for citation purposes)

Reddy et alJMIR BIOMEDICAL ENGINEERING

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


contact; furthermore, the maximum area recorded was at the
maximum force with T-Scan, which is in accordance with Carey
et al [10], Kim [9], Reza and Neff [15], and Garrido et al [16].
This computerized occlusal analysis showed that similar-sized
and widely distributed marks did not indicate a measurably
simultaneous occlusal scheme; furthermore, despite their similar
sizes, those same marks exhibited a wide range of forces.

Afrashtehfar and Qadeer [17] have reported that the
computerized occlusal analysis system provides quantifiable
force and time variance in a real-time window from the initial
tooth contact to the maximum intercuspation, therefore,
providing valuable information. Bozhkova [18] reported that
the T-Scan system provides a very accurate way of determining
and evaluating the time sequence and force magnitude of
occlusal contacts by converting qualitative data into quantitative
parameters and displaying them digitally. The system is a useful
clinical method that eliminates a biased, subjective evaluation
of the occlusal and articulating relations on the part of an
operator, which is in accordance with the results of our study
[18].

An assumption made regarding the articulating paper labeling
is that the size and color intensity describe forceful contact. A
broad, dark-colored contact is perceived as a forceful contact.
A possible explanation for this relationship between the size of
the contact and its force content is that the applied pressure of
the occlusal force is measured relative to its surface area as
follows: pressure applied force/surface area

Broad contacts dissipate force over a large area, resulting in
low-pressure concentration, whereas a small contact will
dissipate the occlusal force over a small area. Thus, the smaller
the surface area that receives a given force, the more the
pressure. A computerized analysis may reveal that dentists have
been misreading the size of the articulating paper labeling by
reading it inversely. Therefore, large or broad contacts are
representative of low pressure, while small contacts represent
high pressure. The only data that appear to be obtainable with
articulating paper labeling are occlusal contact location and
surface area. In addition, color intensity, size of labeling, and
microscratch labeling reveal the presence of an occlusal contact

without revealing any description of the force content or time
sequence data.

Limitations
Only one type of commonly used articulating paper was used
in this study; thus, extrapolations of the behavior of other paper
or ribbon types cannot be universally made. The results do not
necessarily reflect other types and thicknesses of different
commercially available articulating papers. Articulating paper
is very delicate and tends to smudge even with finger pressure,
giving false-positive markings. In this study, the complexities
of the anatomical and physiological aspects of the human teeth,
which rest in the hydrodynamic environment of the periodontal
ligament, were purposefully not duplicated. The final limitation
was subjectively defining and sketching the boundary of the
mark area using MOTIC software; it was easier to identify the
boundaries of the blue markings than those of the red markings.

Conclusion
In this bench analysis, we could not find a linear relationship
between the applied load and the articulating paper mark area
because of the high degree of mark area variability observed at
each test load across differing teeth and contacts. These findings
question the long-standing dental premises that the size of an
articulating paper mark indicates its load content. Contact
marking using T-Scan for an applied occlusal load helped
conclude that the mark area increased with an increase in the
load.

From the results of this study, we can conclude that the
combination of these two different mediums can guide the
occlusal adjustment procedure to result in a measurable bilateral
simultaneous occlusal contact sequence. Furthermore, the size
of an articulating paper mark may not be a reliable predictor of
the actual load content within the occlusal contact, and T-Scan
gives more predictable results of the actual load content within
the occlusal contact. Hence, it is imperative that dentists realize
that the articulating paper mark size is subject to interpretation
and could be an unreliable method to use for occlusal
equilibration
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