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Abstract

Background: Telerehabilitation programs are designed with the aim of improving the quality of services as well as overcoming existing limitations in terms of resource management and accessibility of services. This review will collect recent studies investigating telerehabilitation programs for patients with knee osteoarthritis while focusing on the technologies and services provided in the programs.

Objective: The main objective of this review is to identify and discuss the modes of service delivery and technologies in telerehabilitation programs for patients with knee osteoarthritis. The gaps, strengths, and weaknesses of programs will be discussed individually.

Methods: Studies published in English since 2000 were retrieved from the EMBASE, Scopus, Web of Science, Cumulative Index to Nursing and Allied Health Literature (CINAHL), PubMed, Physiotherapy Evidence Database (PEDro), and PsycINFO databases. The search words “telerehabilitation,” “telehealth,” “telemedicine,” “teletherapy,” and “ehealth” were combined with “knee” and “rehabilitation” to generate a data set of studies for screening and review. The final group of studies reviewed here includes those that implemented teletreatment for patients for at least 2 weeks of rehabilitation.

Results: In total, 1198 studies were screened, and the full text of 154 studies was reviewed. Of these, 38 studies were included, and data were extracted accordingly. Four modes of telerehabilitation service delivery were identified: phone-based, video-based, sensor-based, and expert system–based telerehabilitation. The intervention services provided in the studies included information, training, communication, monitoring, and tracking. Video-based telerehabilitation programs were frequently used. Among the identified services, information and educational material were introduced in only one-quarter of the studies.

Conclusions: Video-based telerehabilitation programs can be considered the best alternative solution to conventional treatment. This study shows that, in recent years, sensor-based solutions have also become more popular due to rapid developments in sensor technology. Nevertheless, communication and human-generated feedback remain as important as monitoring and intervention services.

(JMIR Biomed Eng 2020;5(1):e16991) doi:10.2196/16991
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Introduction

Osteoarthritis and chronic musculoskeletal disorders are considered the second most frequent medical condition and are the primary causes of physical disability and pain [1-4]. Knee osteoarthritis (KOA) among seniors is estimated at 10% and 13% in men and women, respectively [5]. Moreover, it has been reported that symptomatic KOA has doubled among women and tripled among men in the past 20 years [6]. Previous studies indicate that postsurgical physical rehabilitation is a crucial component of the recovery process [7] and that exercises and education are frequently recommended for patients with KOA [8].

Telecommunication technologies have been used to provide health care, monitoring, and rehabilitation services for patients who experience stroke [9], pulmonary disorders [10], COPD [11,12], dermatological disorders [13], oral diseases [14], and musculoskeletal conditions [15,16]. Such technologies have also been used for remote consultations [17]. Using internet access, early telehomecare programs were implemented as a substitute for home care visits, and user perception and satisfaction were assessed and reported to be high [18,19]. Russell [20] introduced telerehabilitation as a means of augmenting traditional rehabilitation by employing telecommunication technologies that would provide services such as assessment, education, intervention, and interview. Previous studies indicated that telerehabilitation programs can provide better clinical services in rural and remote communities compared with conventional therapy [21,22], as well as improve cost efficiency and resource management of the services [23-25] with high validity and reliability [26].

Previous studies have noted that a telerehabilitation program for KOA not only improves patients’ quality of life [27] but also introduces a better functional recovery after arthroplasty in comparison to conventional therapy [28]. Sharareh et al [29] showed that providing a postoperative telerehabilitation program reduced the frequency of postoperative visits and increased patient satisfaction. Tousignant et al [30] and Chalupka et al [31] also indicated that home telerehabilitation enhanced accessibility to health care services and was as effective as conventional therapy.

Russell divided the technologies used for telerehabilitation into image-based, sensor-based, virtual environment, and virtual reality telerehabilitation [32]. Real-time video conferences were extensively used in physical telerehabilitation [33-36]. Giantomassi et al [37] indicated that current video game technologies could be used in physical rehabilitation. Several telerehabilitation programs have been developed using the Microsoft Kinect sensor [38-41] and the Nintendo Wii board [42-45]. Wearable sensors were also proposed as a means to facilitate a telerehabilitation program and monitor patient performance [46]. Moreover, Strecer [47] remarked that health care services could be delivered using decision-making algorithms and expert systems [48] over the internet. Rini et al [49], using an expert system approach, adapted the face-to-face therapeutic intervention into an internet-based intervention. However, there is no clear vision of the strengths and weaknesses of each solution as well as the existing gaps and limitations of the presented solutions. In addition, there is a lack of focused reviews investigating the presented services as part of telerehabilitation programs.

Therefore, the main objective of this review was to identify and discuss the modes of service delivery and technologies used as a telerehabilitation program for patients with KOA in recent studies. The gaps, strengths, and weaknesses of programs were discussed individually.

Methods

Search Strategy

The search strategy was designed to identify relevant literature regarding telerehabilitation solutions for KOA while focusing on the technologies and services of the programs [15,26,28,50]. The literature search used here investigated studies that had implemented and evaluated a telerehabilitation program for patients with KOA using an experimental study design. The EMBASE, Scopus, Web of Science, CINAHL, PubMed, Physiotherapy Evidence Database (PEDro), and PsyCINFO databases were searched. Searches were undertaken in March 2020, and comprised medical subject heading (MeSH) [51] terms and keyword search terms. The MeSH terms “telemedicine,” “rehabilitation,” and “knee” and keyword terms “telehealth,” “ehealth,” “teletherapy,” “telecare,” and “knee” were used. Moreover, both Telemedicine and e-Health and the Journal of Telemedicine and Telecare were searched independently using knee rehabilitation key search terms.

Research Question

The research questions of this review are the following: (1) Which modes of service delivery were used to establish a telerehabilitation program for patients with KOA? (2) What services were introduced by these programs? (3) What are the strengths and weaknesses of each solution?

Inclusion Criteria

Original English-language studies published from January 2000 to January 2020 were included if they fit the eligibility criteria, which were based on the PICOS framework [52].

Participants

Studies with adult participants (aged 18 years and above) with KOA were included. The studies in which participants’ primary medical condition was not related to KOA (eg, stroke, upper limb disability, pulmonary disorders) were excluded.

Intervention

Only studies where telecommunication technology was employed as an interventional rehabilitation method in an experimental or observational study were included. The study intervention had to focus on knee pain management or knee
rehabilitation for a period of at least two weeks via synchronous or asynchronous telerehabilitation (eg, phone, email, website report, videoconference, multimedia messages). Studies with insufficient technical explanations were excluded.

Comparison
All trials were included, whether they did or did not employ a control group.

Study Design
Any randomized controlled trial (RCT), quasi-RCT, non-RCT, controlled clinical trial, and pilot study designs, regardless of the blinding of the assessor, were included. Protocol manuscripts, review studies, abstracts, and guidelines were excluded.

Data Collection
According to the inclusion and exclusion criteria, a two-step study identification and data extraction process was used. Two authors (MRN and HF) independently screened the electronic search results. First, the retrieved studies were screened for eligibility based on their title and abstract. The full text of studies selected in the first stage was then reviewed and analyzed as a candidate for final inclusion. Any disagreement between the two authors was resolved through discussion between the authors; if necessary, a third author (JH) was referred to for arbitration. Two authors (MRN and SN) were responsible for data extraction from the included articles. The extracted items were study design, study population, medicinal condition (population), outcomes, modes of telerehabilitation program (intervention) delivery, and rehabilitation duration.

Results

Study Identification
Figure 1 shows an overview of the relevant study identification process using a four-step PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) [53] flow diagram. A total of 1198 studies were identified through the literature search: 119 in EMBASE, 807 in Scopus, 99 in Web of Knowledge, 165 in CINAHL, 97 in PubMed, 8 in PsycINFO, and 11 in the PEDro database. In total, 210 duplicated studies were found in the identified documents, and 909 articles were excluded by screening the titles and abstracts of the identified articles based on the defined inclusion criteria. The full text of 154 papers was reviewed by the authors in the eligibility stage, and 38 of the studies were included in this review. The eligible studies were reviewed, and studies using the same experimental setup and population were grouped together. Eventually, 24 group studies were chosen (Table 1).
Figure 1. Flowchart of the results from the literature search. CINAHL: Cumulative Index to Nursing and Allied Health Literature; PEDro: Physiotherapy Evidence Database.
<table>
<thead>
<tr>
<th>Group</th>
<th>Author(s), year</th>
<th>Study design</th>
<th>Population(a)</th>
<th>Patients (control, target)</th>
<th>Duration (weeks)</th>
<th>Intervention type(c) and detail</th>
<th>Finding</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Kramer et al, 2003 [54]</td>
<td>RCT</td>
<td>TKA</td>
<td>80, 80</td>
<td>12</td>
<td>P: Patients got the exercise plan in a booklet and received at least two phone calls within the rehabilitation period</td>
<td>No statistically difference between the groups. A phone call by a physiotherapist can effectively treat patients after TKA.</td>
</tr>
<tr>
<td>2</td>
<td>Han et al, 2015 [55]</td>
<td>RCT</td>
<td>TKA</td>
<td>196, 194</td>
<td>6</td>
<td>P: Patients got a daily exercise program and were asked to perform exercises 3 times per day. They received a phone call every week.</td>
<td>The intervention group achieved noninferior outcomes (pain and function) compared with usual care physiotherapy.</td>
</tr>
<tr>
<td>3</td>
<td>Chen et al, 2016 [56]</td>
<td>RCT</td>
<td>TKA</td>
<td>101, 101</td>
<td>12</td>
<td>P: The patients received the standard rehabilitation program and were asked to perform exercises for 1 hour per day. They also received 3 phone calls.</td>
<td>A structured telephone follow-up may improve patient adherence as well as enhance patient mental health and range of motion.</td>
</tr>
<tr>
<td>4</td>
<td>Azma et al, 2017 [57]</td>
<td>RCT</td>
<td>KOA</td>
<td>27, 27</td>
<td>6</td>
<td>P: Home training with a weekly phone call and logbook</td>
<td>The telerehabilitation was as effective as regular rehabilitation, and no significant difference was observed between the study groups.</td>
</tr>
<tr>
<td>5</td>
<td>Wong et al, 2005 [58]</td>
<td>PiS</td>
<td>KnP</td>
<td>(d), 20</td>
<td>12</td>
<td>Video call at the secondary center with a group of patients and unsupervised home training.</td>
<td>Videoconferencing was accepted as a mode of health care service delivery among the users. Significant reductions were observed in pain level and stiffness, and there was an improvement in physical function and the Berg Balance Scale score.</td>
</tr>
<tr>
<td>6</td>
<td>Tousignant et al, 2009 [59]</td>
<td>PiS</td>
<td>TKA</td>
<td>(d), 5</td>
<td>8</td>
<td>V: Over 8 weeks, there were 16 video calls, which included the prescribing of an individualized training program.</td>
<td>A high level of participant satisfaction was achieved, and positive patient-therapist relationships were established.</td>
</tr>
<tr>
<td>6&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Tousignant et al, 2011 [30]</td>
<td>RCT</td>
<td>TKA</td>
<td>24, 24</td>
<td>8</td>
<td>V: Over 8 weeks, there were 16 video calls, which included the prescribing of an individualized training program.</td>
<td>The home telerehabilitation was as effective as conventional home visits in terms of reducing disability and improving function in the short term.</td>
</tr>
<tr>
<td>6&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Tousignant et al, 2011 [35]</td>
<td>RCT</td>
<td>TKA</td>
<td>20, 22</td>
<td>8</td>
<td>V: Over 8 weeks, there were 16 video calls, which included the prescribing of an individualized training program.</td>
<td>Patient and therapist satisfaction were high and comparable to that of conventional therapy.</td>
</tr>
<tr>
<td>7&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Moffet et al, 2015 [60]</td>
<td>RCT</td>
<td>TKA</td>
<td>101, 104</td>
<td>8</td>
<td>V: In-home training using 16 video calls over 8 weeks. Treatment, assessment, and recommendations were considered in the video sessions.</td>
<td>The telerehabilitation was as effective as conventional face-to-face rehabilitation in terms of functional recovery and quality of life.</td>
</tr>
<tr>
<td>7</td>
<td>Tousignant et al, 2015 [23]</td>
<td>RCT</td>
<td>TKA</td>
<td>100, 97</td>
<td>8</td>
<td>V: In-home training using 16 video calls over 8 weeks. Treatment, assessment, and recommendations were considered in the video sessions.</td>
<td>The telerehabilitation program was less expensive compared to conventional home visits when the distance between the health care center and patients was more than 30 km.</td>
</tr>
<tr>
<td>7</td>
<td>Moffet et al, 2017 [36]</td>
<td>RCT</td>
<td>TKA</td>
<td>98, 84</td>
<td>8</td>
<td>V: In-home training using 16 video calls over 8 weeks. Treatment, assessment, and recommendations were considered in the video sessions.</td>
<td>Patient satisfaction was reported high for both control and intervention groups. No strong correlation was found between reported satisfaction and measurements.</td>
</tr>
<tr>
<td>7</td>
<td>Boissy et al, 2015 [61]</td>
<td>Mix</td>
<td>TKA</td>
<td>(d), 97</td>
<td>8</td>
<td>V: In-home training using 16 video calls over 8 weeks. Treatment, assessment, and recommendations were considered in the video sessions.</td>
<td>The telerehabilitation program was reliable; however, the program required technical maintenance, support, and initial installation.</td>
</tr>
<tr>
<td>Group</td>
<td>Author(s), year</td>
<td>Study design</td>
<td>Population</td>
<td>Patients (control, target)</td>
<td>Duration (weeks)</td>
<td>Intervention type and detail</td>
<td>Finding</td>
</tr>
<tr>
<td>-------</td>
<td>----------------</td>
<td>--------------</td>
<td>------------</td>
<td>---------------------------</td>
<td>-----------------</td>
<td>----------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>8</td>
<td>Bini et al, 2017 [62]</td>
<td>RCT</td>
<td>TKA</td>
<td>15, 13</td>
<td>12</td>
<td>V: Asynchronous video communication using a mobile app.</td>
<td>No significant difference was observed between study groups in any of the outcomes. A high level of patient acceptance and satisfaction was achieved. Asynchronous communication may overcome the limitations of real-time telerehabilitation.</td>
</tr>
<tr>
<td>9</td>
<td>Doiron-Cadrin et al, 2018 [63]</td>
<td>RCT</td>
<td>HKA</td>
<td>12, 22</td>
<td>12</td>
<td>V: Video telerehabilitation sessions were performed twice per week, and patients were asked to repeat the exercises unsupervised.</td>
<td>High level of patient satisfaction and adherence to the intervention program were achieved. No significant differences were observed between groups for all measurements. Telerehabilitation seems feasible and safe.</td>
</tr>
<tr>
<td>10</td>
<td>Eismann et al, 2004 [64]</td>
<td>RCT</td>
<td>HKA</td>
<td>142, 154</td>
<td>3-4</td>
<td>S: Home training using a computer (software) 3-5 times per week</td>
<td>The provided solution was feasible and as effective as conventional therapy.</td>
</tr>
<tr>
<td>11</td>
<td>Piqueiras et al, 2013 [65]</td>
<td>RCT</td>
<td>TKA</td>
<td>70, 72</td>
<td>2</td>
<td>S: Included 1 week of on-site rehabilitation and 1 week of home training using a PC and sensors.</td>
<td>The proposed telerehabilitation program was at least as effective as conventional therapy. Significant improvement was observed in active extension range and quadriceps muscle strength.</td>
</tr>
<tr>
<td>12</td>
<td>Ayoade and Baillie, 2014 [66]</td>
<td>RCT</td>
<td>TKA</td>
<td>7, 8</td>
<td>6</td>
<td>S: Home training using a computer (software) and a video call (Week 3)</td>
<td>The system was acceptable among the seniors. However, it did not improve their adherence.</td>
</tr>
<tr>
<td>13</td>
<td>Correia et al, 2018 [67]</td>
<td>RCT</td>
<td>TKA</td>
<td>30, 29</td>
<td>8</td>
<td>S: Training at home using 3 wearable sensors and a tablet 5-7 days per week.</td>
<td>Performance tests, range of motion, and patient-reported outcomes were significantly higher in the intervention group.</td>
</tr>
<tr>
<td>13</td>
<td>Correia et al, 2019 [68]</td>
<td>RCT</td>
<td>TKA</td>
<td>30, 29</td>
<td>8</td>
<td>S: Training at home using 3 wearable sensors and a tablet 5-7 days per week.</td>
<td>High levels of adherence to the program and satisfaction were reported. All the outcomes were significantly higher in the intervention group at 3 months and primary outcomes at 6 months.</td>
</tr>
<tr>
<td>14</td>
<td>Argent et al, 2019 [69]</td>
<td>Mix</td>
<td>TKA</td>
<td>—d, 15</td>
<td>2</td>
<td>S: Training at home using a wearable sensor and customized Android application.</td>
<td>High level of adherence to the intervention was reported, and overall positive user-experience was achieved. Technical issues caused some negative experiences.</td>
</tr>
<tr>
<td>15</td>
<td>Ramkumar et al, 2019 [70]</td>
<td>FiS</td>
<td>TKA</td>
<td>—d, 25</td>
<td>12</td>
<td>S: Training at home using a leg sleeve equipped with two wearable sensors communicating with an iPhone. Daily activities were measured based on the internal pedometer of the phone.</td>
<td>Patients found the telerehabilitation program engaging, motivating, and easy to use.</td>
</tr>
<tr>
<td>16</td>
<td>Eichler et al, 2019 [71]</td>
<td>RCT</td>
<td>HKA</td>
<td>55, 56</td>
<td>12</td>
<td>S: Microsoft Kinect was used and therapist could actively modify the exercises. Real-time video communication was used to establish the communication.</td>
<td>The effect of the telerehabilitation therapy was equivalent to the usual aftercare in terms of functional testing, quality of life, and pain.</td>
</tr>
<tr>
<td>17</td>
<td>Bettger et al, 2019 [72]</td>
<td>RCT</td>
<td>TKA</td>
<td>144, 143</td>
<td>12</td>
<td>S: An interactive training program was presented, and Microsoft Kinect was used to track the exercises. The therapist could track patient performance and modify the training program. The system provided real-time video communication as well.</td>
<td>The program was as effective as traditional treatment (function and disability) and as safe as traditional treatment (pain and rehospitalization).</td>
</tr>
<tr>
<td>Group</td>
<td>Author(s), year</td>
<td>Study design</td>
<td>Population</td>
<td>Patients (control, target)</td>
<td>Duration (weeks)</td>
<td>Intervention type and detail</td>
<td>Finding</td>
</tr>
<tr>
<td>-------</td>
<td>----------------</td>
<td>--------------</td>
<td>------------</td>
<td>---------------------------</td>
<td>-----------------</td>
<td>----------------------------</td>
<td>---------</td>
</tr>
<tr>
<td>18</td>
<td>Kuether et al, 2019 [73]</td>
<td>PiS</td>
<td>HKA</td>
<td>-d, 40</td>
<td>≈ 8</td>
<td>S: An interactive training program was presented and Microsoft Kinect was used to track the exercises. The therapist could track patient performance and modify the training program. The system provided real-time video communication as well.</td>
<td>High satisfaction rate was observed among the patients, and comparable improvement in the patient-reported outcomes were achieved.</td>
</tr>
<tr>
<td>19</td>
<td>Chughtai et al, 2019 [74]</td>
<td>FiS</td>
<td>KA</td>
<td>-d, 157</td>
<td>≈ 4</td>
<td>S: An interactive training program was presented and Microsoft Kinect was used to track the exercises. The therapist could track patient performance and modify the training program. The system provided real-time video communication as well.</td>
<td>The intervention was cost-effective, convenient, and improved patient adherence and overall satisfaction.</td>
</tr>
<tr>
<td>20</td>
<td>Bossen et al, 2013 [75]</td>
<td>PiS</td>
<td>HKO</td>
<td>-d, 20</td>
<td>9</td>
<td>E: Web-based exercise management gradually increases the activity level over 9 weeks without physiotherapist involvement.</td>
<td>The intervention was feasible and accepted among the patients. Patient satisfaction was reported high.</td>
</tr>
<tr>
<td>20</td>
<td>Bossen et al, 2013 [76]</td>
<td>Mix</td>
<td>HKO</td>
<td>-d, 100</td>
<td>9</td>
<td>E: Web-based exercise management gradually increases the activity level over 9 weeks without physiotherapist involvement.</td>
<td>Higher age, presence of comorbidity, lack of self-discipline, and physical activity baseline have a negative impact on the intervention adherence rate.</td>
</tr>
<tr>
<td>20f</td>
<td>Bossen et al, 2013 [77]</td>
<td>RCT</td>
<td>HKO</td>
<td>99, 100</td>
<td>9</td>
<td>E: Web-based exercise management gradually increases the activity level over 9 weeks without physiotherapist involvement.</td>
<td>In the intervention group, physical function status improved in the short term; in the long term, higher levels of subjective and objective physical activity were observed.</td>
</tr>
<tr>
<td>21</td>
<td>Rini et al, 2015 [78]</td>
<td>RCT</td>
<td>HKO</td>
<td>55, 58</td>
<td>8-10</td>
<td>E: Automatically generated training program and management based on feedback without therapist participation.</td>
<td>The intervention group reported significantly lower pain compared with the control group and a very high level of adherence to the intervention program was observed. The acceptability of the program was demonstrated based on the strong evidence.</td>
</tr>
<tr>
<td>22</td>
<td>Kim et al, 2016 [79]</td>
<td>RCT</td>
<td>KnP</td>
<td>20, 50</td>
<td>6</td>
<td>E: Training program generated and updated automatically with therapist involvement.</td>
<td>No statistical difference was observed between the control and intervention groups. Only 8% of the participants completed the program.</td>
</tr>
<tr>
<td>23</td>
<td>Hinman et al, 2017 [33]</td>
<td>Mix</td>
<td>KnP/KOA</td>
<td>-d, 12</td>
<td>12</td>
<td>E/V: Home training (3 times per week) and 7 video calls during the treatment period.</td>
<td>Patients were satisfied with the provided solution due to the time efficiency, flexibility of service, and ease of access. The solution also improved users’ confidence and sense of self-efficacy.</td>
</tr>
<tr>
<td>23f</td>
<td>Bennell et al, 2017 [80]</td>
<td>RCT</td>
<td>KnP</td>
<td>74, 74</td>
<td>12</td>
<td>E/V: Home training (3 times per week) and 7 video calls during the treatment period.</td>
<td>Short-term and long-term effectiveness of the intervention was achieved. A significant short-term improvement was observed in the primary outcomes.</td>
</tr>
<tr>
<td>23</td>
<td>Lawford et al, 2018 [81]</td>
<td>RCT</td>
<td>KnP</td>
<td>74, 74</td>
<td>12</td>
<td>E/V: Home training (3 times per week) and 7 video calls during the treatment period.</td>
<td>Employed participants with a higher self-efficacy had better improvement in their health condition compared to the rest of the study group.</td>
</tr>
</tbody>
</table>
The study designs are randomized controlled trial (RCT), mixed method study (Mix), quasi-experimental study (QeS), pilot study (PiS), feasibility study (FIS), and cross-sectional study (CrS).

The population groups are total hip/knee arthroplasty (HKA), knee osteoarthritis (KOA), total knee arthroplasty (TKA), knee pain (KnP), and hip/knee osteoarthritis (HKO).

For the intervention type, the designations P, V, S, and E stand for phone-based, video-based, sensor-based, and expert system–based telerehabilitation, respectively.

The proposed treatment seems to be feasible, and a good level of usability was reported. Lack of possibility to monitor patients between sessions was considered a limitation.

Internet skills, self-discipline, usability of the intervention, added value, time required, flexibility, and execution of the exercise plan and participating in research identified as determinants of patients’ adherence.

The intervention cost was significantly lower in the intervention group. However, the total societal and healthcare costs were not statistically significant between groups.

Appropriateness, required time, workload, added value, environmental factors, professional autonomy, and financial consequences were identified as determinants for physiotherapists’ usage of the proposed intervention.

No statistical differences were found between control and intervention groups in physical functioning and free-living physical activity.

Technologies and Mode of Rehabilitation Service Delivery

We identified four modes of telerehabilitation programs: phone-based, video-based, sensor-based, and expert system–based; we focused on the given training solution.

Phone-Based Telerehabilitation

Azma et al [57] and Han et al [55] used weekly phone communication initiated by a health care professional who would instruct patients and track their progress over the rehabilitation period. Kramer et al [54] and Chen et al [56] performed less frequent phone calls during the rehabilitation period. In the studies, training instructions were provided using a guidebook of the exercises. Information about adherence to the exercise programs was collected by filling out a logbook of activities [57] or during the phone calls [55].

Video-Based Telerehabilitation

In previous studies, real-time video streaming communication was frequently used to deliver rehabilitation services to patients. Wong et al [58] established a weekly supervised training session with a group of patients using video conference communication at a secondary center. Patients were asked to perform the prescribed exercises 3 times per week for 12 weeks using a booklet of exercise instructions; patient activity/adherence was monitored using a logbook. Tousignant et al [30] provided a home telerehabilitation service by setting up a video conferencing system in the patient’s home, and rehabilitation sessions were carried out twice per week for 8 weeks. Moffet et al [60] developed the telerehabilitation solution by employing a hardware/software video communication platform (TelAge), which was the treatment program for the target group. In the TelAge system, custom computer software (TeRa) was developed to control the streaming video with a user-friendly interface.

The proposed treatment seems to be feasible, and a good level of usability was reported. Lack of possibility to monitor patients between sessions was considered a limitation.

Internet skills, self-discipline, usability of the intervention, added value, time required, flexibility, and execution of the exercise plan and participating in research identified as determinants of patients’ adherence.

The intervention cost was significantly lower in the intervention group. However, the total societal and healthcare costs were not statistically significant between groups.

Appropriateness, required time, workload, added value, environmental factors, professional autonomy, and financial consequences were identified as determinants for physiotherapists’ usage of the proposed intervention.

No statistical differences were found between control and intervention groups in physical functioning and free-living physical activity.
graphical interface [61]. Doiron-Cadrin et al [63] employed a medical teleconsultation application (REACTS Lite, Innovative Imaging Technologies) to establish real-time video communication.

Bini et al [62] introduced asynchronous video communication by employing smart devices (iPod Touch, Apple Inc) and media file–sharing applications (CaptureProof). The system established a two-way asynchronous communication between the physiotherapist and patient. It also enabled the physiotherapist to instruct the patient using prerecorded exercise introductions and provide supplementary media.

**Sensor-Based Telerehabilitation**

Eisermann et al [64] provided a telerehabilitation program using custom computer software and several sensors to track the patient’s performance. Patients were asked to perform individualized exercises based on the training program prescribed by the therapist; the program could be modified based on the patient’s feedback. Accelerometers, webcams, chest sensors, and wristbands were employed in the study to monitor training performance and generate relevant reports and online feedback.

Ayoade et al [66] and Piqueras et al [65] developed a telerehabilitation program by using two wireless sensors equipped with 9 degrees of freedom (9DOF) inertial measurement units to track the knee angle. Participants were asked to wear the sensors on their operated leg (shin and thigh) using elastic bands while performing the recommended exercises. Argent et al [69] used a classic Bluetooth 9DOF sensor (Shimmer3, Shimmer Sensing) fixed on the patient’s shin, and Correia et al [67] increased the number of Bluetooth Low Energy 9DOF sensors to three; these were placed on the chest, thigh, and shin. Ramkumar et al [70,87] employed Focus Motion (Focus Ventures) sleeves to track the operated knee’s range of motion. The sleeve was designed for the lower limb and equipped with two classic Bluetooth 9DOF sensors. In addition, the user’s cellphone was used to track daily activities based on the internal pedometer.

Eichler et al [71,88] used Microsoft Kinect (Version 2, Microsoft Corp) in the training program to track the patient’s performance. The VERA (Reflexion Health) system also used Microsoft Kinect to track the exercises and it has been used in several clinical studies [72–74]. The Microsoft Kinect software development kit (Version 2.0) [89] can provide an estimation of 25 joints (including the knee) in space. Therefore, the telerehabilitation program could produce an avatar of the user performing the exercises.

All the introduced telerehabilitation programs were able to track the number of performed exercises and to provide real-time visual feedback on user performance.

**Expert System–Based Telerehabilitation**

Bossen et al [77] provided a web-based training program (Join2Move). The training program was automatically generated based on reported baseline measurements. The intensity of the exercises was increased over time, based on the behavioral graded activity concept [90]. The expert system collected weekly patient adherence reports and provided autogenerated messages and reports without any intervention by the physiotherapist. The telerehabilitation program was improved and developed using a participatory design method [82,91]. In the improved program (E-exercise), online information and 5 face-to-face visits were included in the internet-based intervention [86]. Moreover, in E-exercise, it was observed that the therapist could deviate from the suggested training program.

Kim et al [79] used a decision-making system that introduced an adaptive training program based on the patient’s adherence, pain level, and difficulty reports. However, the physiotherapists were not involved in adjusting the training program; they were able to monitor the patient’s reports and respond to the patient’s questions via a text messaging service embedded in the program.

Rini et al [78] employed an expert system to provide internet-based pain coping skills training (PainCoach). An individualized training program was automatically generated based on the patient’s baseline without physiotherapist participation. In addition, the program enabled the patients to access the appropriate instructions and a history of their performance; they could also ask other patients about their experiences and share experiences. Bennell et al [80] extended the PainCoach program by including 7 videoconference sessions with a physiotherapist over 12 weeks.

**Intervention and Services**

In total, five different services were identified in the included papers. Table 2 shows the introduced services as part of the telerehabilitation program. The details regarding services were provided as follows.

**Information**

The information service provided relevant educational material for the target group and was accessible on a 24/7 basis without any interruption. The information provided could cover a wide variety of instructions and answer questions; in addition, it could introduce critical challenges that the patient might encounter. Only four of the studies introduced education materials via an online service as a part of the rehabilitation program.

**Communication**

The two-way communication between the patient and health care professionals can be used for consultation, recommendation, and interview purposes. The majority of the studies provided this service (19 studies). Real-time communication (using the phone or a video call) was used more than asynchronous communication (asynchronous SMS text messaging or video messaging). In the phone-based and video-based solutions, the communication platform was also used to deliver the training services. It should be mentioned that two of the studies [67,86] chose to include regular in-person visits. Eichler et al [71] used both real-time videoconferencing and asynchronous messaging approaches in the program.

**Training**

The training service includes exercise instructions, daily/weekly rehabilitation plans (number of repetitions and sets for each exercise) and relevant interactive materials for each exercise. All the studies provided training services using an interactive
training program with visual feedback, video rehabilitation sessions, or a printed booklet of instructions.

**Intervention**

Intervention in a telerehabilitation program can be carried out based on the patient’s reports and is done individually by either a physiotherapist or a decision-making algorithm (as part of an expert system). Making adjustments and modifications to the training program (ie, repetitions, intensity, number of exercises) and providing relevant feedback are considered as interventions in the treatment.

**Monitoring and Tracking**

Monitoring and tracking services enable physiotherapists or an expert system to perform a predefined assessment or diagnosis remotely. In addition, this service may provide a history of the patient’s performance. The data can be recorded manually by a physiotherapist, self-reported by the patient (such as adherence or pain level), or collected automatically using motion tracking sensors.
<table>
<thead>
<tr>
<th>Group</th>
<th>Main study</th>
<th>Information</th>
<th>Communication</th>
<th>Training</th>
<th>Intervention</th>
<th>Tracking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Kramer et al, 2003 [54]</td>
<td>Booklet</td>
<td>Phone call</td>
<td>Instruction booklet of the exercises</td>
<td>Phone call</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>2</td>
<td>Han et al, 2015 [55]</td>
<td>N/A</td>
<td>Phone call</td>
<td>A hard copy of the instructions</td>
<td>Phone call</td>
<td>Adherence (by phone call)</td>
</tr>
<tr>
<td>3</td>
<td>Chen et al, 2016 [56]</td>
<td>N/A</td>
<td>Phone call</td>
<td>A hard copy of the instructions</td>
<td>Phone call</td>
<td>Unclear</td>
</tr>
<tr>
<td>4</td>
<td>Azma et al, 2017 [57]</td>
<td>N/A</td>
<td>Phone call</td>
<td>Instruction booklet of the exercises</td>
<td>Phone call</td>
<td>Adherence logbook</td>
</tr>
<tr>
<td>5</td>
<td>Wong et al, 2005 [58]</td>
<td>N/A</td>
<td>Real-time video communication</td>
<td>Instruction booklet of the exercises</td>
<td>Unclear</td>
<td>Real-time video communication</td>
</tr>
<tr>
<td>6</td>
<td>Tousignant et al, 2011 [30]</td>
<td>N/A</td>
<td>Real-time video communication</td>
<td>Real-time video communication</td>
<td>A therapist can modify the training program</td>
<td>Real-time video communication</td>
</tr>
<tr>
<td>7</td>
<td>Moffet et al, 2015 [60]</td>
<td>N/A</td>
<td>Real-time video communication</td>
<td>Real-time video communication</td>
<td>A therapist can modify the training program</td>
<td>Real-time video communication</td>
</tr>
<tr>
<td>8</td>
<td>Bini et al, 2017 [62]</td>
<td>N/A</td>
<td>Asynchronous video communication</td>
<td>Video instruction of the training program</td>
<td>A therapist can modify the training program</td>
<td>Video reports</td>
</tr>
<tr>
<td>9</td>
<td>Doiron-Cadrin et al, 2018 [63]</td>
<td>N/A</td>
<td>Real-time video communication</td>
<td>Real-time video communication</td>
<td>Real-time video communication Adherence using logbook</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Eisermann et al, 2004 [64]</td>
<td>N/A</td>
<td>Asynchronous text messaging</td>
<td>An interactive training program with real-time feedback using motion sensors</td>
<td>A therapist can modify the training program</td>
<td>Patient performance collected by sensors and reported</td>
</tr>
<tr>
<td>11</td>
<td>Piquerias et al, 2013 [65]</td>
<td>N/A</td>
<td>Unclear</td>
<td>An interactive training program with real-time feedback using motion sensors</td>
<td>A therapist can modify the training program</td>
<td>Patient performance collected by sensors and reported</td>
</tr>
<tr>
<td>12</td>
<td>Ayoade and Baillie, 2014 [66]</td>
<td>N/A</td>
<td>Real-time video communication</td>
<td>An interactive training program with real-time feedback using motion sensors</td>
<td>Real-time video communication</td>
<td>Unclear</td>
</tr>
<tr>
<td>13</td>
<td>Correia et al, 2018 [67]</td>
<td>N/A</td>
<td>Face-to-face, phone call</td>
<td>Visual real-time feedback and audio instructions using motion sensors</td>
<td>A therapist can modify the training program</td>
<td>System generated performance</td>
</tr>
<tr>
<td>14</td>
<td>Argent et al, 2019 [69]</td>
<td>Provided by the application</td>
<td>Unclear</td>
<td>An interactive training program with real-time feedback using motion sensors</td>
<td>Unclear</td>
<td>Adherence (performance) collected by the system and patient reports (pain, difficulty)</td>
</tr>
<tr>
<td>15</td>
<td>Ramkumar et al, 2019 [70]</td>
<td>Unclear</td>
<td>Unclear</td>
<td>An interactive training program with real-time feedback using motion sensors</td>
<td>Unclear</td>
<td>Adherence and daily steps were collected automatically, and patient-reported outcome data were reported every week electronically.</td>
</tr>
<tr>
<td>16</td>
<td>Eichler et al, 2019 [71]</td>
<td>N/A</td>
<td>Asynchronous SMS text and voice messaging as well as real-time video communication</td>
<td>An interactive training program with real-time feedback using Microsoft Kinect</td>
<td>A therapist can modify the training program.</td>
<td>Patient adherence and performance collected and reported</td>
</tr>
<tr>
<td>17</td>
<td>BETTER et al, 2019 [72]</td>
<td>N/A</td>
<td>Real-time video communication</td>
<td>An interactive training program with real-time feedback using Microsoft Kinect</td>
<td>A therapist can modify the training program.</td>
<td>Patient adherence and performance collected and reported</td>
</tr>
</tbody>
</table>
images to assess the range of motion of a patient’s knee is also performing a clinical test [59]. Capturing high-quality still the visual observation of a patient’s performance while clinical assessment can be carried out by a physiotherapist via might be as effective as conventional therapy. Furthermore, the et al [15] also concluded that real-time video telerehabilitation and training programs for each patient in real time [59]. Cottrell physiotherapist to provide individualized instructions, feedback, assessment services [30,94,95]. Video conferencing enables the consultation purposes but also for training, intervention, and sessions. Real-time video can be employed not only for alternative implementation of an in-person physiotherapy consultation, recommendations, and interviews [57,92,93], while real-time video communication can be seen as an alternative implementation of an in-person physiotherapy session. Real-time video can be employed not only for consultation purposes but also for training, intervention, and assessment services [30,94,95]. Video conferencing enables the physiotherapist to provide individualized instructions, feedback, and training programs for each patient in real time [59]. Cottrell et al [15] also concluded that real-time video telerehabilitation might be as effective as conventional therapy. Furthermore, the clinical assessment can be carried out by a physiotherapist via the visual observation of a patient’s performance while performing a clinical test [59]. Capturing high-quality still images to assess the range of motion of a patient’s knee is also recommended [96,97]. In addition, it has been shown that video conferencing can be carried out using a low-bandwidth internet connection [94,98].

Bini et al [62] remarked that real-time video communication might involve several limitations when compared to asynchronous video communication, such as time restrictions and limited or no access to the previous records. The video conference session is usually conducted according to predefined schedules (for example, twice per week in [30,60]), and patients were asked to repeat the exercises without any supervision [63]. Consequently, the patient cannot initiate on-demand communication. Moreover, storing the real-time video stream for later use requires more complicated infrastructure; therefore, neither the physiotherapist nor patients would have access to the previous sessions to track treatment progress. Russell et al [99] recommended a store and forward method to provide video instructions with higher quality. Perez-Manchon et al [100] stated that asynchronous telemedicine could be an efficient method for providing health care services at a distance. However, this method still requires the active engagement of the therapists to review the recorded video session.

Sensor-based telerehabilitation programs are a more independent service than video communication as they use one or more sensors to record the patient’s physical activity and collect movement information using software running on a computer device (PC, smartphone, tablet). Ayode and Baillie [66] showed that a sensor-based telerehabilitation program can offer increased time flexibility and independence for patients by using semi supervised training sessions. Interactive telerehabilitation can be provided by presenting real-time graphical feedback of the

<table>
<thead>
<tr>
<th>Group</th>
<th>Main study</th>
<th>Information</th>
<th>Communication</th>
<th>Training</th>
<th>Intervention</th>
<th>Tracking</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td>Kuether et al, 2019 [73]</td>
<td>N/A</td>
<td>Real-time video communication</td>
<td>An interactive training program with real-time feedback using Microsoft Kinect</td>
<td>A therapist can modify the training program.</td>
<td>Adherence to the program reported automatically.</td>
</tr>
<tr>
<td>19</td>
<td>Chughtai et al, 2019 [74]</td>
<td>N/A</td>
<td>Real-time video communication</td>
<td>An interactive training program with real-time feedback using Microsoft Kinect</td>
<td>A therapist can modify the training program.</td>
<td>Adherence to the program reported automatically.</td>
</tr>
<tr>
<td>20</td>
<td>Bossen et al, 2013 [77]</td>
<td>Online education materials</td>
<td>N/A</td>
<td>Interactive training program</td>
<td>The expert system modifies the training program</td>
<td>Adherence report</td>
</tr>
<tr>
<td>21</td>
<td>Rini et al, 2015 [78]</td>
<td>Online education materials</td>
<td>N/A</td>
<td>Interactive training program</td>
<td>The expert system modifies the training program</td>
<td>Patient reports</td>
</tr>
<tr>
<td>22</td>
<td>Kim et al, 2016 [79]</td>
<td>Unclear</td>
<td>Asynchronous text messaging</td>
<td>Interactive training program</td>
<td>The expert system modifies the training program</td>
<td>Patient reports</td>
</tr>
<tr>
<td>23</td>
<td>Bennell et al, 2017 [80]</td>
<td>Online education materials</td>
<td>Real-time video communication</td>
<td>Interactive training program</td>
<td>The expert system modifies the training program</td>
<td>Unclear</td>
</tr>
<tr>
<td>24</td>
<td>Klock et al, 2018 [86]</td>
<td>Online education materials</td>
<td>Face-to-face</td>
<td>Interactive training program</td>
<td>The expert system and therapist modify the training program</td>
<td>Adherence report</td>
</tr>
<tr>
<td>Overall</td>
<td>N/A</td>
<td>6</td>
<td>19</td>
<td>24</td>
<td>21</td>
<td>20</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Discussion

This focused review had two purposes: to investigate the technologies used in telerehabilitation programs for patients with KOA and to identify the services that were introduced for the target group. The review identified 24 group studies. The majority of studies (87.5%) were conducted in the second decade of the investigation period (2010-2020) and half of the studies published in the last 4 years. Four different modes of service delivery and five groups of services were identified. The findings showed that video-based communication was the most well-established mode of service delivery, and the studies primarily emphasized establishing training and intervention services rather than providing online education materials.

It is believed that limited services can be provided using a phone-based telerehabilitation program such as phone consultations, recommendations, and interviews [57,92,93], while real-time video communication can be seen as an alternative implementation of an in-person physiotherapy session. Real-time video can be employed not only for consultation purposes but also for training, intervention, and assessment services [30,94,95]. Video conferencing enables the physiotherapist to provide individualized instructions, feedback, and training programs for each patient in real time [59]. Cottrell et al [15] also concluded that real-time video telerehabilitation might be as effective as conventional therapy. Furthermore, the clinical assessment can be carried out by a physiotherapist via the visual observation of a patient’s performance while performing a clinical test [59]. Capturing high-quality still images to assess the range of motion of a patient’s knee is also
patient’s performance using the software. In addition, interactive telerehabilitation enables users to review their performance over time. Moreover, several services can also be provided by software such as asynchronous or synchronous communication, educational materials, and patient reports. The program can be divided into wearable sensor–based and Microsoft Kinect–based programs. Earlier studies remarked that wearable sensors can provide accurate and precise details of movement [101-103]. However, several limitations were observed in the studies. Ayoade and Baillie [66] evaluated the system on only five patients, and Piqeras et al [65] reported that patients used the program for five days. Argent et al [69] reported that patients had a negative experience due to inconsistencies in the automatic measuring system. Ramkumar et al [70] remarked that the users did not appreciate the frequent charging of sensors. In addition, Naeemabadi et al [104] showed that Bluetooth Low Energy–based motion sensors might have a less accurate estimation of the sensor orientation due to a low sampling rate. Moreover, the sampling rate will also decline when the number of sensors is increased. Therefore, further investigation might be required to assess the real-time responsiveness of telerehabilitation programs like those introduced by Correa et al [67,68]. In general, wearable sensors can only represent the orientation of the limb to which they are attached. Therefore, the depicted avatar cannot represent the movement of the whole body. However, Microsoft Kinect–based solutions can track the whole body without the need to wear sensors. In addition, no calibration process is required, and users can immediately start the exercises. The portability of these solutions are debatable due to the computational requirement for Kinect. Eichler et al [71] used a small form factor PC attached to the user’s TV; for the VERA solution, the PC, display, and Kinect sensor were placed in a case. Conversely, cellphones and tablets were used in the wearable sensor–based solutions. It was also shown that Microsoft Kinect might impose practical limitations on particular exercises [105]. Microsoft Kinect requires a large space to track the body and Eichler et al [71] consider this in the inclusion criteria. Hence, using Microsoft Kinect to track the exercises might be controversial. It is believed that we still lack a robust solution for the sensor-based telerehabilitation program. Hence, further studies are needed to provide a better understanding of these challenges.

The recent investigations showed that the expert system could partly or entirely interact with the patient and take the therapist's responsibilities. In only 2 out of the 5 identified studies, the expert system was entirely responsible for managing and supervising the treatment procedure, and the patient-to-therapist connection was disrupted [77,78]. Later on, both studies saw improvements, with physiotherapists being more involved in the treatment process via face-to-face visits [86] and video conference communication [80]. Kim et al [79] also used an asynchronous communication with a physiotherapist in the expert system that they introduced. We conclude that the expert system can be effectively used as an assistant system that allows the physiotherapist to have responsibility and maintain physiotherapist-patient telecommunication.

Russell [32] also recognized virtual reality–based telerehabilitation programs as a mode of telerehabilitation. However, we were not able to identify any studies that employed this mode based on the taxonomy of virtual reality displays [106].

In summary, video conference–based programs can be considered the well-established alternative solution to the conventional rehabilitation program for the target group; however, there remain several limitations, such as flexibility and resource management. The recent studies justified the effectiveness of this approach. Although sensor-based solutions might offer higher flexibility and better resource management, the investigations indicated, more studies are being conducted utilizing the sensor technology as a telerehabilitation in the last two years thanks to the existing demand for a more flexible and portable telerehabilitation with better human resource management.
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Abstract

Background: Sleep is essential for human health. Considerable effort has been put into academic and industrial research and in the development of wireless body area networks for sleep monitoring in terms of nonintrusiveness, portability, and autonomy. With the help of rapid advances in smart sensing and communication technologies, various sleep monitoring systems (hereafter, sleep monitoring systems) have been developed with advantages such as being low cost, accessible, discreet, contactless, unmanned, and suitable for long-term monitoring.

Objective: This paper aims to review current research in sleep monitoring to serve as a reference for researchers and to provide insights for future work. Specific selection criteria were chosen to include articles in which sleep monitoring systems or devices are covered.

Methods: This review investigates the use of various common sensors in the hardware implementation of current sleep monitoring systems as well as the types of parameters collected, their position in the body, the possible description of sleep phases, and the advantages and drawbacks. In addition, the data processing algorithms and software used in different studies on sleep monitoring systems and their results are presented. This review was not only limited to the study of laboratory research but also investigated the various popular commercial products available for sleep monitoring, presenting their characteristics, advantages, and disadvantages. In particular, we categorized existing research on sleep monitoring systems based on how the sensor is used, including the number and type of sensors, and the preferred position in the body. In addition to focusing on a specific system, issues concerning sleep monitoring systems such as privacy, economic, and social impact are also included. Finally, we presented an original sleep monitoring system solution developed in our laboratory.

Results: By retrieving a large number of articles and abstracts, we found that hotspot techniques such as big data, machine learning, artificial intelligence, and data mining have not been widely applied to the sleep monitoring research area. Accelerometers are the most commonly used sensor in sleep monitoring systems. Most commercial sleep monitoring products cannot provide performance evaluation based on gold standard polysomnography.

Conclusions: Combining hotspot techniques such as big data, machine learning, artificial intelligence, and data mining with sleep monitoring may be a promising research approach and will attract more researchers in the future. Balancing user acceptance and monitoring performance is the biggest challenge in sleep monitoring system research.


KEYWORDS
EEG; ECG; classification; mobile phone
Introduction

Background

Sleep is crucial for human health and quality of life. Poor sleep and sleep disorders have been increasingly prevalent among the world’s older population [1,2]. Polysomnography (PSG) has long been the gold standard to quantify sleep time, to differentiate sleep stages, and to assess sleep fragmentation. PSG provides comprehensive physiological information during sleep including electroencephalograms (EEGs), electrocardiograms (ECGs), electromyography (EMG), electrooculography (EOG), oral-nasal airflow, body position, thoracic and abdominal movements, pulse oximetry, and limb movements. The serious impact of sleep on health and well-being is the dominant motivation for sleep monitoring.

- **On personal health**, sleep is a foundation for good health as important as diet and exercise, according to the National Sleep Foundation. Poor sleep can lead to adverse health consequences, including obesity [3], cardiovascular disease [4], and depressive disorders [5]. Sleep is also associated with creativity [6], memory consolidation [7], and cognitive function [8]. Patients affected by sudden cardiac death with sleep disorders such as obstructive sleep apnea (OSA) have been reported to have peak mortality during sleep hours [9].

- **On society**, the incidence of sleep disorders appears to be a concern worldwide. Among the global population, 16.6% of people in Africa and Asia [10], 18% of people in Europe [11], and more than 20% of people in North America [12,13] are affected by nocturnal sleep disorders. Such prevalence has led to a range of societal problems, such as high rates of chronic diseases, road traffic accidents, and workplace accidents. Approximately 13% of work injuries are due to sleep problems [14]. In the United States, the expenditure for the treatment of moderate-to-severe sleep disorders and related disorders amounts to US $165 billion per year, far more than the costs of treating diseases such as heart failure, stroke, hypertension, and asthma, which range from US $20 to US $80 per year [15]. In 5 OECD (Organisation for Economic Co-operation and Development) countries, the economic costs of sleep deprivation are 1.35% (Canada), 1.56% (Germany), 1.88% (United Kingdom), 2.28% (United States), and 2.92% (Japan) of their respective gross domestic product (GDP) [16].

Sleep Stages Scoring Rules

Clinicians can obtain reliable sleep monitoring results, such as sleep stages, by analyzing the PSG recording during the night. For sleep stage guidelines and scoring rules, the R&K rules proposed by Rechtschaffen and Kales in 1968 [17] were used until 2007, when the American Academy of Sleep Medicine (AASM) updated the scoring manual commonly referred to as the AASM scoring manual [18]. The R&K rules and the AASM rules differ in the terminology used. The R&K rules divide sleep into 6 distinct stages: W (wake); non-rapid eye movement (non-REM [NREM]) stages S1, S2, S3, and S4; and REM sleep stage. The AASM rules recognize 5 sleep stages: W (wake) stage N1 (formerly stage 1 sleep), stage N2 (formerly stage 2 sleep), stage N3 (formerly stages 3 and 4 sleep), and stage R (formerly stage REM sleep), as illustrated in Figure 1. For the same sleep, the scoring results obtained from R&K rules and the AASM rules will be slightly different. One study [19] adopted both rules to score PSG sleep recordings of healthy subjects and patients (38 women and 34 men) aged 21 to 86 years. The results showed that sleep latency, REM latency, total sleep time, and sleep efficiency were not affected by the classification standard. In contrast, the time (in minutes and as a percentage of total sleep time) spent in stage 1 (S1/N1), stage 2 (S2/N2), and slow wave sleep (S3+S4/N3) differed significantly between the R&K and AASM classifications. Although light and deep sleep increased (S1 vs N1 [+10.6 min, (+2.8%)]: P < .01; S3+S4 vs N3 [+9.1 min (+2.4%)]: P < .01), stage 2 sleep decreased significantly according to the AASM rules (S2 vs N2 [+20.5 min, (–4.9%)]: P < .01).

The differences between the results of the 2 sleep standards can be attributed to the different rules used [20]. The reader is reminded that sleep stages should not be considered as distinct entities but rather as a gradual transition of a waveform. Sleep usually follows a predictable pattern, moving cyclically between the light sleep stage, the deep sleep stage, and REM. Each sleep cycle typically lasts about 90 min and is repeated 4 to 6 times during the night. In each sleep cycle, people usually experience a transition from light to deep sleep first and then switch to REM. However, some stages can be skipped during sleep. For example, one can switch to REM or return directly to deep sleep from REM sleep [21]. Sleep quality is analyzed using standard parameters such as sleep efficiency, total sleep time, sleep latency, sleep stages 1 and 2, slow-wave sleep (sleep stages 3 and 4), rapid eye movement sleep, wake time after sleep onset, and nocturnal wake time [22].
Figure 1. Terminology used by R&K and AASM for sleep stages scoring.

Sleep disorders, the most recently released third edition of the *International Classification of Sleep Disorders (ICSD-3)* has identified 7 major categories of sleep disorders that include insomnia, sleep-related breathing disorders, central hypersonmelence disorders, circadian rhythm sleep-wakefulness disorders, sleep-related movement disorders, parasomnia, and other sleep disorders [23]. Most sleep disorders can be monitored by sleep monitoring systems, and some of them are detailed below:

- **Insomnia** refers to impairment in the quality and quantity of sleep. According to Ohayon [24], 10% to 30% of the adult population is affected by insomnia. The ICSD-3 criteria for this diagnosis include (1) a report of sleep initiation or maintenance problems, (2) adequate opportunity and circumstances for sleep, and (3) consequences during the day. The ICSD-3 duration criterion for chronic insomnia disorder is 3 months, and a frequency criterion (at least 3 times per week) was added.

- **Sleep apnea** is characterized by pauses in breathing or instances of shallow breathing during sleep [25]. Due to sleep apnea, the patient wakes up regularly throughout the night to retrieve breathing. Frequent awakening results in very poor quality of sleep and excessive daytime fatigue. Usually, sleep apnea may be accompanied by loud snoring, which can be easily monitored by a microphone (many researchers have studied Snoring signal processing–based methods to achieve a supplementary diagnosis way of sleep apnea) [26-28].

- **Restless legs syndrome (RLS)** is based on an urge to move the legs, sometimes accompanied by an uncomfortable sensation that (1) occurs primarily with rest or inactivity, (2) is partially or totally relieved by the movement, for as long as the movement occurs, and (3) occurs primarily in the evening or night [29]. Up to 30% of cases are caused by iron deficiency. These abnormal leg movements can be easily monitored with an accelerometer [30-32].

- **Periodic limb movement disorder (PLMD)** is characterized by abnormal limb movements and is responsible for deterioration in sleep quality [33]. For young people, it will be considered as pathologic when the index of periodic limb movement during sleep (PLMS; number of PLMS per hour) is greater than 5. For older people, an index of PLMS greater than 15 is usually adopted as the pathological threshold. This disorder can be detected by using EMG [34] or actigraphy [30].

- **Disorders of arousal from NREM (DAN)** include confusion arousal, sleepwalking, sleep terrors, and sleep-related eating disorders [23,35]. The general criteria for disorders of arousal include (1) recurrent episodes of incomplete awakening, (2) absent or inappropriate responsiveness, (3) limited or no cognition or dream report, and (4) partial or complete amnesia for the episode. Detection of repeated wakes during the NREM stage can be a sign of DAN. This disorder can be detected using EEG.

- **REM sleep behavior disorder (RBD)** is characterized by the intermittent loss of REM sleep atonia and the appearance of elaborate motor activity associated with the situation in dreams, such as repeated episodes of behavior or vocalization arising from REM [36]. When specific movements and sounds are detected during the REM stage, a suspicion of RBD should be considered. This disorder could be detected by using a microphone, actigraphy, and EEG.

Therefore, there appears to be a growing interest in researching new sleep monitoring system solutions to provide rapid, reliable, and long-term monitoring results to users and clinicians. Innovative home-used sleep monitoring systems offer users access to sleep phases and quality by themselves and can be a reference for the diagnosis of sleep disorders by clinicians.

For sleep monitoring, a sleep monitoring system can include a wide range of wearable or noncontact devices, including sensors, actuators, smart fabrics, power supplies, wireless communication networks, processing units, multimedia devices, user interfaces, software, and algorithms for data capture, processing, and decision support. These systems are able to measure vital signs, such as body and limb movements, body and skin temperature, heart rate, ECGs, EEGs, EMG, and respiration rate. The measurements are transmitted via a sensor network either to a central connection node, such as a personal digital assistant, or directly to a medical center for storage, data processing, and decision making.

To discuss this potential, this paper aimed to review the current state of research and development in the field of sleep monitoring systems.
monitoring system, highlighting the main features of the most promising projects being developed and future challenges.

Methods

Overview

With the growing appearance of sleep problems, the sleep monitoring system study has been one of the hotspots in the field of smart human monitoring. As a result, advances in sleep monitoring system development technology are continuously accelerating. Simple, lightweight, and small-size sensor systems are being adopted to acquire sleep-related physiological information. These systems are designed to be adaptable to the gold standard PSG, including sleep stages, sleep or wake, sleep apnea, sleep positions, and so on. Furthermore, the advantages of such a system over the traditional PSG method are that it is affordable, requires little or no technician intervention, is installed in the home, and can be used over the long term. The systems have developed rapidly with the progress made in the miniaturization of sensors, the reduction of energy consumption, and various communication possibilities (Bluetooth, Wi-Fi, Sigfox, LoRa, and NB-IoT). These technologies enable current sleep monitoring systems to be less intrusive and effective, with remote and continuous monitoring. In this review, specific selection criteria are chosen as reference articles on sleep monitoring systems.

Inclusion Criteria for Sleep Monitoring System Search

Most sleep monitoring system research projects have focused on smart, portable, and nonintrusive devices that encompass wireless communication, moving the monitoring site from the hospital to the home, in patch or noncontact form. Systems that have the following features are included:

- Wearable, portable, nonintrusive, wireless, and noncontact.
- Patch, body sensor system, and sensor network.
- Band, watch, textile, bedsheets, and belt.
- Mobile, stationary, ambulatory, at home, and remote.

Automatic collection and transmission of acquired data and processing results can help physicians and caregivers easily follow sleep conditions over time. In addition, it can make it easier to find trends in the data, providing insight into individualized sleep patterns.

Search Methods and Strategies

This literature review focuses on the presentation of the hardware and software adopted in the current sleep monitoring system. We have included journal publications, conference publications, and information on related websites. The keywords for material collection are shown in Textbox 1. We conducted a keyword search in Web of Science, PubMed, and PubMed Central.

Textbox 1. Keywords used for the literature search.

- Sleep
- Sleep quality
- Sleep monitor
- Sleep monitor system
- Sleep monitor and sensor
- Sleep monitor and smart patch
- Sleep monitor and commercial products
- Sleep monitor at home
- Polysomnography
- Electroencephalography
- Rapid eye movement or light or deep sleep or wake
- Long-term sleep monitor
- Sleep phase classification
- Sleep stage classification
- Noncontact sleep monitor
- Nonintrusive sleep monitor
- Noninvasive sleep monitor
- Sleep big data
- Sleep data mining
- Sleep deep learning
- Sleep machine learning
- Sleep artificial intelligence
Results

Owing to a large number of articles and abstracts retrieved, it was decided to include only articles published for the period 2013 to 2018 in Web of Science, PubMed, and PubMed Central. By counting the number of hits in the bibliographic database for each keyword, we can find search hotspots in this field and aspects that are still rarely covered. In this first search, we tried to find articles and abstracts, and websites with the keywords listed in Textbox 1. Keywords are used alone or combined using and, or operators. The article should report a clear description of the systems, the recipients or users requiring these systems, and issues related to sleep monitoring systems, including the parameters measured, wireless sensor network (WSN), user needs, and user acceptance. As this review does not constitute an exhaustive presentation of the scientific literature in the field of sleep monitoring systems, only a few representative sleep monitoring system research and development projects or products from academia or industry are presented.

The number of hits in the sleep monitoring system research field between 2013 and 2018 is shown in Table 1. Table 1 shows that the number of hits for sleep big data, sleep machine learning, sleep artificial intelligence, and sleep data mining is lower than the other keywords. It would appear that techniques such as big data, machine learning, artificial intelligence, and data mining have not been widely applied to the sleep monitoring research area, although they are now focused in other research areas. Therefore, the combination of these hotspot techniques and sleep monitoring may be a promising research direction and will attract more researchers in the future. To facilitate reading of the data in Table 1, a histogram is drawn, as shown in Figure 2.
Table 1. Number of occurrences in the field of sleep monitoring system research over 5 years.

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Web of Science, n</th>
<th>PubMed, n</th>
<th>PubMed Central, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sleep monitoring system</td>
<td>1416</td>
<td>1345</td>
<td>23,212</td>
</tr>
<tr>
<td>Sleep stage</td>
<td>3955</td>
<td>4561</td>
<td>36,146</td>
</tr>
<tr>
<td>Sleep phase</td>
<td>3542</td>
<td>2224</td>
<td>31,022</td>
</tr>
<tr>
<td>Light sleep</td>
<td>3174</td>
<td>2204</td>
<td>30,367</td>
</tr>
<tr>
<td>Deep sleep</td>
<td>1172</td>
<td>54,438</td>
<td>86,653</td>
</tr>
<tr>
<td>REM&lt;sup&gt;a&lt;/sup&gt;</td>
<td>5224</td>
<td>3220</td>
<td>8044</td>
</tr>
<tr>
<td>Sleep care</td>
<td>6760</td>
<td>13,154</td>
<td>51,882</td>
</tr>
<tr>
<td>Sleep quality</td>
<td>15,517</td>
<td>11,616</td>
<td>48,324</td>
</tr>
<tr>
<td>Wearable device</td>
<td>9001</td>
<td>3379</td>
<td>6232</td>
</tr>
<tr>
<td>Assistive system</td>
<td>2735</td>
<td>663</td>
<td>4912</td>
</tr>
<tr>
<td>Noncontact monitoring</td>
<td>1017</td>
<td>205</td>
<td>1929</td>
</tr>
<tr>
<td>Nonintrusive monitoring</td>
<td>854</td>
<td>73</td>
<td>537</td>
</tr>
<tr>
<td>Noninvasive monitoring</td>
<td>6507</td>
<td>9355</td>
<td>28,298</td>
</tr>
<tr>
<td>Smart patch</td>
<td>561</td>
<td>56</td>
<td>1462</td>
</tr>
<tr>
<td>Medicine skin patch</td>
<td>82</td>
<td>834</td>
<td>7232</td>
</tr>
<tr>
<td>Portable device</td>
<td>9501</td>
<td>2760</td>
<td>13,910</td>
</tr>
<tr>
<td>eHealth</td>
<td>2808</td>
<td>1633</td>
<td>3613</td>
</tr>
<tr>
<td>mHealth&lt;sup&gt;b&lt;/sup&gt;</td>
<td>11,712</td>
<td>20,583</td>
<td>70,836</td>
</tr>
<tr>
<td>Homecare</td>
<td>508</td>
<td>404</td>
<td>1226</td>
</tr>
<tr>
<td>Telecare</td>
<td>613</td>
<td>761</td>
<td>934</td>
</tr>
<tr>
<td>Telemedicine</td>
<td>6378</td>
<td>10,211</td>
<td>7343</td>
</tr>
<tr>
<td>Telemonitoring</td>
<td>921</td>
<td>617</td>
<td>1575</td>
</tr>
<tr>
<td>Body sensor</td>
<td>12,356</td>
<td>2220</td>
<td>42,906</td>
</tr>
<tr>
<td>Body sensor network</td>
<td>3368</td>
<td>271</td>
<td>17,487</td>
</tr>
<tr>
<td>Wireless sensor network</td>
<td>37,771</td>
<td>1083</td>
<td>5239</td>
</tr>
<tr>
<td>Wireless sensor network wearable</td>
<td>790</td>
<td>56</td>
<td>1528</td>
</tr>
<tr>
<td>Body area network wearable</td>
<td>592</td>
<td>30</td>
<td>1982</td>
</tr>
<tr>
<td>Personal area network</td>
<td>1975</td>
<td>4013</td>
<td>72,117</td>
</tr>
<tr>
<td>Personal area network wearable</td>
<td>67</td>
<td>5</td>
<td>1389</td>
</tr>
<tr>
<td>Sleep monitoring gold standard</td>
<td>131</td>
<td>277</td>
<td>4294</td>
</tr>
<tr>
<td>PSG&lt;sup&gt;c&lt;/sup&gt;</td>
<td>2036</td>
<td>2240</td>
<td>4219</td>
</tr>
<tr>
<td>EEG&lt;sup&gt;d&lt;/sup&gt;</td>
<td>31,027</td>
<td>29,396</td>
<td>36,069</td>
</tr>
<tr>
<td>ECG&lt;sup&gt;e&lt;/sup&gt;</td>
<td>18,358</td>
<td>26,588</td>
<td>41,139</td>
</tr>
<tr>
<td>Sleep, data processing</td>
<td>1534</td>
<td>437</td>
<td>22,206</td>
</tr>
<tr>
<td>Sleep, big data</td>
<td>131</td>
<td>69</td>
<td>5377</td>
</tr>
<tr>
<td>Sleep data mining</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Sleep machine learning</td>
<td>277</td>
<td>187</td>
<td>2807</td>
</tr>
<tr>
<td>Sleep artificial intelligence</td>
<td>27</td>
<td>202</td>
<td>1194</td>
</tr>
<tr>
<td>User needs</td>
<td>53,375</td>
<td>2362</td>
<td>40,766</td>
</tr>
<tr>
<td>User acceptance</td>
<td>7711</td>
<td>902</td>
<td>10,274</td>
</tr>
<tr>
<td>User satisfaction</td>
<td>8892</td>
<td>1618</td>
<td>11,250</td>
</tr>
</tbody>
</table>
Discussion

Through the observation and analysis of search results, we found that current and rapidly developing frontier hotspot techniques, such as large data sets, data mining, artificial intelligence, and machine learning, are not yet widely used in the field of sleep monitoring. However, due to the powerful performance and wealth of applications of these techniques, their application in the field of sleep monitoring is expected to be the future development trend and certainly presents great research value and market opportunities.

Big data can be defined by 3 key concepts: volume, velocity, and variety. Volume refers to the amount of data generated and stored. In general, the larger the amount of data, the greater the statistical power for descriptive and predictive analysis. Applied to sleep monitoring systems, it could better describe sleep behavior and predict sleep-related disorders and health status. Velocity refers to the speed of data generation and processing. Big data are often available in real time. This makes it easier for people to get their sleep monitoring results in a timely manner, while helping subjects or medical staff to respond quickly to abnormalities and emergencies discovered during sleep monitoring. Finally, the term variety refers to different sources, types, and formats of data. Nowadays, more data types are being collected via sleep monitoring systems, including text, audio, image, and video data. Big data allow missing data to be completed through data fusion. This enables comprehensive sleep information to be obtained efficiently. In addition, big data can provide targeted information through the comprehensive and detailed collection of various relevant information, such as age, gender, BMI, place of residence, occupation, and so on. For example, certain age groups, a certain gender, people living in a certain location, people working in a certain profession, and people of a certain body type have a higher rate of poor sleep quality. On the basis of this, it is possible to organize more medical resources in certain areas, and at the same time, more attention in terms of sleep health...
can be given to some people who have a higher rate of poor sleep quality. This will improve the efficiency of the medical system.

Artificial intelligence refers to technology that presents human intelligence through computer programs. Machine learning uses data or previous experience to automatically improve the performance of specific algorithms. Data mining is a computational process that uses artificial intelligence, machine learning, statistics, and databases to discover patterns in relatively large data sets. In general, machine learning is considered a subset of artificial intelligence and consists mainly of data mining. As a tedious and repetitive task, sleep monitoring is well suited to the adoption of these promising and powerful approaches. When applying these approaches, it is more convenient and timely to obtain a large amount and variety of sleep-related data through the continued development of big data technology. This allows these approaches to be used to train more powerful models and to progressively extract higher-level features from the raw data to create a smarter, more efficient, and more convenient sleep monitoring systems.

Current Issues With Sleep Monitoring Systems

User Needs, Perception, and Acceptance

A good sleep monitoring system should take into account user needs, perception, and acceptance before it is designed. User needs for sleep monitoring systems are diverse. These could include obtaining accurate and complete information about sleep. These needs could be met by professional medical instruments such as PSG and EEG. In addition, the user needs could also obtain auxiliary reference information, that is, only a small amount of key information such as sleep duration, number of awakenings, proportion of different sleep stages, and even only a summary of the sleep score. These needs are typically met by various apps in consumer electronics and smartphones with sleep monitoring functions. Compared with professional medical devices, this type of commercial product takes better account of the user’s perception and is usually noninvasive, nonintrusive, or even contact free. The user's perception of the sleep monitoring system is closely related to the number of electrodes or sensors attached to the body, the position, and the method of attachment on the body.

For the number of electrodes or sensors, the fewer the number, the better the user's perception. For the position of the attachment, it is preferable to attach it to the distal limbs such as the wrist, fingers, ankle, instep, and toes rather than to the main body, face, and head. The method of attachment to the body may be by using adhesive tape or a belt, such as a chest belt. In general, adhesive bonding may give a better user perception than a belt because there is less contact area with the body and less restraint on the body. User acceptance of sleep monitoring systems depends on the satisfaction of the user’s needs and perception. Usually the satisfaction of user needs and the satisfaction of user perception are contradictory. To meet user needs as much as possible, more complete and accurate human physiological information needs to be collected, which often means that more sensors need to be attached to more body positions, often worsening user perception. Therefore, the design of a good sleep monitoring system has to find a compromise between users’ needs and their perception to achieve a good user perception, which is usually related to ease of use while trying to meet user needs as much as possible.

Effectiveness

Although PSG is the gold standard for sleep monitoring, it is expensive, highly invasive, and complicated to perform. PSG monitoring is not easily accessible, especially in developing countries [37]. Owing to the many limitations of PSG, most people are only subject to PSG monitoring for one night. However, monitoring at night is not sufficient to determine the actual sleep status. To improve effectiveness and obtain appropriate follow-up, long-term, at-home monitoring is necessary.

Guettari et al [38] proposed a system based on one thermal sensor is used over a long period of time to supervise changes in sleep quality and can be used at home and consulted remotely by sleep medicine experts. Changes in sleep quality derived from long-term monitoring are very useful for assessing sleep health. Using existing equipment daily for sleep monitoring is found to be an effective approach, such as sleep monitoring using our smartphone router. Liu et al [39] proposed monitoring vital signs of breathing and heart rate during sleep using a single Wi-Fi access point (such as a router) and a single Wi-Fi device (PC or smartphone) without any wearable or dedicated devices. Thus, the system has the potential to be widely deployed and to perform continuous long-term monitoring. Smartphone apps are considered a good choice for large-scale, low-cost, and long-term sleep monitoring, which will improve effectiveness and accuracy [21,40]. Sleep Hunter [41] is a mobile service that uses smartphones' built-in sensors. It is implemented on the Android platform and can detect the transitions between sleep stages for monitoring sleep quality and the intelligent wake-up call, which wakes users in light sleep. The ability to perform long-term monitoring is important for the effectiveness of a sleep monitoring system. Long-term monitoring is essential for reliable results and early detection of abnormal sleep changes. To do this, sleep monitoring systems should be as inexpensive, easy to use, and easily accessible as possible.

Interoperability

Sleep monitoring devices are useful in health care. The value of these devices will increase if sleep monitoring system software apps can seamlessly collect medical data and upload the data to a database. The ISO/IEEE11073 (X73) family of interoperability standards was originally designed for point-of-care clinical environments. The latest branch of X73, X73 for personal health devices (X73PHD), enables the development of interoperable personal health ecosystems and brings benefits to both technology producers (design cost reduction, experience sharing, and marketing facilities) and users (plug and play, accessibility, ease of integration, and prices) [42]. OpenICE is an open-source software project of the Medical Device Plug-and-Play Interoperability Program at Massachusetts General Hospital, leveraging much of the program’s research performed since 2004 to support 4 distinct user groups: use case demonstrations, clinical adoption, regulatory science, and commercial adoption [43]. Data sharing and interoperability are positive for users, researchers,
physicians, and businesses. With the development and popularization of big data technology, improving interoperability is a hotspot in sleep monitoring system research and will be the trend for future development.

**Hardware and Software Considerations**

The main considerations for sleep monitoring system hardware focus on 3 aspects: cost, comfort, and convenience, which could be the determining factors for the acceptance of implementation. In terms of cost, the equipment should be affordable for most people. In addition, for devices that require frequent maintenance, such as the need for frequent replacement of specific components and the consumption of specific reagents or materials, their costs should be considered. For devices designed to use disposable batteries instead of rechargeable batteries, the energy consumption should be taken into account, as frequent battery replacement will significantly increase the cost of use. In terms of comfort, contactless systems have the greatest advantage, but for contact systems, the emphasis is on wireless, miniaturization, and weight reduction. The comfort aspect includes ease of implementation and maintenance convenience. In terms of the convenience of implementation, daily implementation does not have to be complex and time consuming. The main objective is to allow users to carry out the application themselves without the intervention of professional technicians. Generally, in terms of maintenance convenience, the longer the maintenance interval, the easier the operations are.

The main considerations for sleep monitoring system software are two-fold: effectiveness and efficiency. First, the sleep monitoring software must be able to effectively process the data collected to obtain the most accurate monitoring results. In terms of efficiency, this includes temporal efficiency and energy efficiency. It is very important for real-time sleep monitoring system processing to consider temporal efficiency. The cost of the execution time must be short enough to meet the real-time requirement.

For non–real-time sleep monitoring systems that process data after the end of monitoring, time efficiency is also of great importance. After sleep, users tend to be concerned about the results obtained. Waiting time will have an impact on the user experience, so the shorter the processing time, the better. Energy efficiency depends on 2 aspects: optimization of the algorithm and sleep or wake programming for the hardware. If the algorithm can be optimized well, it will significantly reduce the energy consumption for the execution of the algorithm. Furthermore, with reasonable sleep or wake programming of the hardware, unnecessary energy consumption can be avoided.

**Medical, Wellness, and Quality-of-Life Benefits**

Sleep quality is a crucial factor for human health and quality of life. There is growing recognition of the harmful effects of poor sleep quality and sleep disorders. Patients with sleep disorders are prone to chronic diseases such as obesity, diabetes, and hypertension. The use of sleep monitoring systems could reduce the incidence of sleep-related illnesses or illnesses could be predicted by sleep through long-term monitoring and trend analysis. McHill et al [44] demonstrated the relationship between obesity and sleep time. Lee et al [45] examined the impact of sleep quantity and sleep quality on blood glucose control in type 2 diabetes. Fuchs et al [46] showed that OSA is a clear risk factor for resistant hypertension. The application of sleep monitoring system can overcome infrequent clinical visits that may not detect transient events that predict dangerous future events. Early diagnosis through long-term trend analysis could prevent the potential severity of a disease. These analyses could provide an instant diagnosis of acute events, issue alerts to health care professionals, and reduce the time of intervention through telediagnosis and teletherapy. Some typical sleep disorders, such as sleep apnea, restless leg syndrome, and periodic limb movement disorders can be detected in time through sleep monitoring. Unfortunately, people with sleep disorders such as OSA tend to go undiagnosed [47] because they are usually not even aware that sleep apnea events have occurred. This lack of awareness of symptoms during sleep is a serious health problem for modern life [48]. The early signs of these disorders could be monitored and treated with mild medications [49].

**Cost, Psychological, and Socioeconomic Barriers**

Wireless patches, wristbands, chest belts, headbands, or other wearable devices that connect a sleeper to formal or informal caregivers, a data center or call center, who can then notify medical services in the event of abnormal sleep, are affordable and reliable. This technology has been available for more than 15 years, but despite its affordability [50], its adoption is minimal in almost all countries. Wearing permanent health care mobile devices and systems has psychological effects on patients. Significant barriers limit the widespread use of these systems due to the lack of studies on testing smart wearable systems by end users who provide feedback and preferences [51]. The high cost of current sleep monitoring system services limits their expansion. Wireless networks are another barrier to sleep monitoring system deployment. Until the end of 2019, the global internet penetration rate was only 58.7% [52]. Consequently, access to services via internet is not always available. People affected by sleep disorders may have difficulties in finding adequate sleep monitoring devices and services to support them in monitoring the quality of their sleep. Economic and social issues also need to be addressed to ensure that the market for sleep monitoring systems is opened up. A sound analysis of the costs and benefits of sleep monitoring systems has not been conducted. Some studies focus solely on system technology and performance [40,53]. Sociotechnical design science needs to be taken into consideration to ensure that sleep health care meets the needs of society. Ultimately, Coiera [54] argued that it is the beliefs and values of our culture that shape what we will create and what we will dream about. A total of 4 rules govern the design of health services: (1) technical systems have strong social consequences, (2) social systems have technical consequences, (3) we do not design technology; designing sociotechnical systems does not just mean designing technology, and (4) the design of sociotechnical systems must consider the way in which people and technologies interact.
Privacy, Ethics, and Legal Barriers

With the continuous development of sleep monitoring technology, the collection of user information via sleep monitoring system has become increasingly detailed and diverse. At the same time, it has gradually evolved from traditional overnight monitoring to long-term monitoring. This series of developments has improved the accuracy and reliability of sleep monitoring but has significantly increased the risk of leakage of user privacy information. To protect the privacy of users, the traditional method is to provide informed consent before receiving sleep monitoring, and data collection can only take place once the user has signed the informed consent. Consent is normally used to authorize a single study, and there are no specific regulations for data sharing in the research community. Given the high value and gradually popular trend of big data apps, privacy issues related to data sharing need to be addressed urgently by legislators.

Impact of Sleep Monitoring Systems on Society

Sleep disorders affect a significant part of the population [10-12]. The socioeconomic consequences can be dramatic. It includes drowsiness while driving, drowsiness in the workplace, and cardiovascular diseases [55]. Surantha et al [56] argued that sleep quality monitoring is one of the solutions to maintaining sleep quality and preventing chronic diseases, mental problems, or accidents caused by sleep disorders.

On the basis of these considerations and issues, many types of sleep monitoring systems have been developed. The features of these are detailed in the following section.

Sleep Monitoring System Features

Conventional Sleep Monitoring Systems

Polysomnography

Polysomnography (PSG) is the gold standard in sleep assessment introduced in the 1960s as a tool for assessing sleep disorders. The subject equipped with a PSG is illustrated in Figure 3. A PSG records a minimum of 12 channels requiring a minimum of 22 wires attached to the patient. These channels vary in each laboratory and can be adapted to meet the physician’s requirements. There are a minimum of 3 channels for the EEG, 1 or 2 measure airflow, 1 or 2 are for chin muscle tone, 1 or more for leg movements, 2 for eye movements (EOG), 1 or 2 for heart rate and rhythm, 1 for oxygen saturation, and 1 for each waist belt, which measures movements of the chest wall and upper abdominal wall. Belt motion is usually measured using piezoelectric sensors or respiratory inductance plethysmography. Breathing amplitude is often measured with the temperature changes that occur with breathing, as measured by a thermistor or thermocouple placed in the path of the airflow (nose and mouth). Body movement was measured by using EMG. Oximetry is adopted to measure oxygen saturation levels in the blood by passing infrared light through the finger and measuring absorption patterns (made by the oxygen-carrying pigment, hemoglobin, in the blood). The body position sensor is used to distinguish between lying, standing, and lateral positions during sleep.

Although PSG provides the most accurate and objective measurement of sleep, specialized equipment, an elaborate facility, and dedicated and experienced PSG technologists are required to perform and analyze recordings, which are costly and labor intensive. This technique is not practical for large-scale and long-term sleep monitoring [57].

Figure 3 shows the standard configuration of a polysomnogram. In Figure 3, the patient lies in a bed with sensors attached to the body. In Figure 3, the polysomnogram recording shows the blood oxygen level, the respiratory event, and the REM sleep stage over time.
Electroencephalography

EEG is an electrophysiological monitoring method that records electrical activity of the brain using electrodes placed along the scalp to measure the voltage fluctuations resulting from ionic current in the neurons of the brain [58]. The EEG signal is the most important signal in the classification of sleep stages [59].

Different sleep stages are characterized by different brain activities that can be detected by EEG recordings. The EEG patterns of the different sleep stages are shown in Figure 4. Stage 1 is the transition stage between wakefulness and sleep. It usually lasts between 1 and 5 min. This stage consists of a low voltage EEG trace with well-defined alpha (Figure 5) and theta (Figure 5) activity, occasional vertex peaks, and slow eye movements. This stage, on average, represents 4% to 5% of total sleep and is free of sleep spindles (Figure 5) and K-complexes (Figure 5). Stage 2 is the baseline of sleep and is characterized by the occurrence of sleep spindles and K-complexes and a relatively low voltage, mixed frequency EEG background. In addition, high voltage delta waves may account for up to 20% of stage 2 epochs. Stage 3 is a period in which at least 20% and no more than 50% of sleep consists of EEG signals with a frequency less than or equal to 2 Hz and an amplitude greater than 75 µV (delta waves; Figure 5). Stage 4 is quite similar to stage 3, except that delta waves cover 50% or more of the recording. Stage 4 typically represents 12% to 15% of total sleep time.

Stages 3 and 4 together are also called deep sleep or slow wave sleep (SWS), and it is the most restorative part of sleep. REM is the sleep stage in which dreams occur and makes up 20% to 25% of a normal night’s sleep. It is well known that the incidence of rapid eye movements under closed eyelids, motor atonia, and low voltage EEG patterns. During REM sleep, the brain activity is reversed from stage 4 to a pattern similar to that in stage 1. The characteristics of each sleep stage are summarized in Table 2. Although the EEG is accurate for determining sleep stages, the complexity and intrusiveness of the user make it difficult to achieve large-scale, long-term, and home sleep monitoring.
Figure 4. Typical EEG pattern for different stages of sleep [60].

![EEG pattern for different stages of sleep](image)

Figure 5. Typical EEG wave types.

a. Alpha wave  

b. Theta wave  

c. Delta wave  

d. Spindle wave  

e. K-complex wave  

![EEG wave types](image)

Table 2. Characteristics of each stage of sleep.

<table>
<thead>
<tr>
<th>Sleep stages</th>
<th>Proportion of sleep, %</th>
<th>EEG frequency (Hz)</th>
<th>EEG amplitude (mv)</th>
<th>EEG percentage (one screen)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Awake</td>
<td>&lt;5</td>
<td>15-50</td>
<td>&lt;50</td>
<td>α&gt;50%</td>
</tr>
<tr>
<td>N1</td>
<td>2-5</td>
<td>4-8</td>
<td>50-100</td>
<td>Theta wave &gt;50% or alpha wave &lt;50%</td>
</tr>
<tr>
<td>N2</td>
<td>45-55</td>
<td>4-15</td>
<td>50-150</td>
<td>Delta wave &lt;20%; K-complex &gt;1.7%</td>
</tr>
<tr>
<td>N3</td>
<td>3-8</td>
<td>2-4</td>
<td>100-150</td>
<td>Delta wave 20% to 50%</td>
</tr>
<tr>
<td>N4</td>
<td>10-15</td>
<td>0.5-2</td>
<td>100-200</td>
<td>Delta wave &gt;50%</td>
</tr>
<tr>
<td>REMb</td>
<td>20-25</td>
<td>15-30</td>
<td>&lt;50</td>
<td>EEG with mixed wave</td>
</tr>
</tbody>
</table>

aEEG: electroencephalography.  
bREM: rapid eye movement.

**Electrocardiography**

Electrocardiography (ECG) is the process of recording the electrical activity of the heart over a period of time using electrodes placed on the skin. These electrodes detect tiny electrical changes on the skin that result from the electrophysiological pattern of depolarization and repolarization of the heart muscle with each heartbeat. In a conventional 12-lead ECG, 10 electrodes are placed on the patient’s limbs and on the surface of the chest. The correlation behavior in the heartbeat rate significantly differed for light sleep, deep sleep, and REM sleep. During deep sleep, the heartbeat rate is reduced, whereas a relative increase is observed in REM sleep [61]. Furthermore, spontaneous movements during sleep are preceded...
by an increase in heart rate [62]. These observations indicate a functional link between cardiac activities and sleep stages. As with PSG and EEG, the complexity, high equipment, and expertise requirements of the standard ECG are barriers to its use as a large-scale, long-term, home sleep monitoring method.

**Wireless Body Area Network**

**Introduction**

The wireless body area network (WBAN) is a wireless sensor network that aims to monitor the vital signs and physiological information of the user by deploying sensors on or next to the human body. Parameters acquired from the WBAN can include brain waves, heart rate, body movements, body temperature, blood oxygen saturation level, sound, and so on, or environmental conditions such as temperature, brightness, noise level, and humidity. Owing to advances in sensor and communication technology, WBAN enables the exchange of information or commands over short distances between sensor components. Moreover, remote data transmission or control between the sensor components and the database or control center is also available based on WBAN. Such features make the WBAN a very suitable tool for performing continuous monitoring tasks without requiring too much manual intervention, which meets the requirements of sleep monitoring. As a result, many sleep monitoring systems have been developed by researchers and technicians based on the WBAN.

WBAN technology is highly valued in the fields of medical sciences and human health care [63]. In the health care field, WBAN has established itself as a leading technology capable of providing real-time patient health monitoring in hospitals, asylums, and even at home [64]. WBAN allows the removal of cables and the delocalization of instrumentation and intelligence to the sensor nodes themselves, which is useful for establishing a noninvasive, portable, continuous home sleep monitoring system [55]. Currently, WBAN-based sleep monitoring system has attracted increasing attention from researchers worldwide [65-67]. Similar to the evolution of the WBAN, the trends in sleep monitoring system are miniaturization, intelligence, and long-term monitoring capability. In this section, we have selected a few representative works on WBAN-based sleep monitoring systems in recent years, which we briefly present from a hardware and software perspective.

**Hardware Implementation**

A WBAN-based sleep monitoring system is a sensor network application in which the sensor is an essential piece of hardware. The choice of sensor determines the type of body parameters that will be acquired, and the position of the sensors directly influences the efficiency, quality of data acquisition, and user acceptance. For these reasons, we list the type and position of sensors used in several works, specify the possible description of sleep phases, and briefly analyze the advantages and drawbacks of each type of sensor, as presented in Multimedia Appendix 1 [68-99]. Table 3 lists the sensors used in each study.

As shown in Multimedia Appendix 1 [68-99], the accelerometer is the most commonly used sensor in these works, usually placed on the wrist or chest or close to both positions. The microphone was adopted only once among these works. However, the microphone is a widely used sensor in sleep apnea monitoring [63,104,105]. As a sound recording sensor, the microphone is useful for detecting snoring or even abnormal breathing [106], which are also important physiological parameters related to the sleep state. Both the ECG sensor and the pulse sensor are used for heart rate monitoring, but due to different detection principles, their positions are different. Multimedia Appendix 1 [68-99] shows that in most cases, the ECG sensor is placed near the chest, whereas the pulse sensor is placed near the wrist. Thus, for user acceptance, the pulse sensor is better than the ECG sensor.

Both the accelerometer and the thermopile sensor can be used for motion detection, but they have their own advantages. In terms of user acceptance, the accelerometer should generally be attached to the user’s body, but the thermopile sensor is a noncontact sensor, so the thermopile sensor is preferable. However, with regard to measurement accuracy, thermopile sensors are easily disturbed by the user’s coatings, such as duvets, which affect the measurements. In addition, thermopile sensors can only monitor effectively in a limited and fixed area. It is difficult for thermopile sensors to specifically measure the movement of certain parts of the body, such as measuring only leg movement to detect periodic leg movements during sleep. As a result, the accelerometer outperforms the thermopile sensor. In short, the type of sensor to be chosen depends on the application scenario and specific requirements.
Table 3. Choice of sensor for different works related to sleep monitoring.

<table>
<thead>
<tr>
<th>Sources</th>
<th>Accelerometer</th>
<th>Pressure sensor</th>
<th>Temperature sensor</th>
<th>Thermopile sensor (Infrared)</th>
<th>Microphone</th>
<th>ECG(^a) sensor</th>
<th>Pulse sensor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kalkbrenner et al [70]</td>
<td>✓(^b)</td>
<td>—(^c)</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Guettari et al [38]</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Seba et al [100]</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>—</td>
</tr>
<tr>
<td>Velicu et al [68]</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
</tr>
<tr>
<td>Suzuki et al [96]</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Suzuki et al [76]</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Saad et al [92]</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Sadek et al [98]</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Sadek et al [101]</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Lee et al [102]</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Chan et al [97]</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Sadek et al [103]</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)ECG: electrocardiography.  
\(^b\)The sensor is included.  
\(^c\)The sensor is not included.

Software and Algorithm Processing

Software or algorithms are used to process the data collected by the hardware. Table 4 presents the algorithms, software, and system results illustrated in several books or articles.

Data or signal processing algorithms usually include spectral analysis, wavelet transformation, empirical mode decomposition (EMD), and various varieties of filters. Many sleep-related physiological signals, such as EEG and ECG, are nonstationary. A wavelet analysis is very useful for processing nonstationary signals, which is why it has been adopted by many researchers specializing in sleep monitoring. EMD, proposed by Huang et al [109], is usually used to extract breathing and heartbeat signals from measured data. Unlike wavelet-based decomposition methods, this method is data-driven and does not require a parent wavelet to be defined beforehand. With this technique, any complicated signal can be decomposed into a defined number of high- and low-frequency components, called intrinsic mode functions. This technique is suitable for the analysis of nonlinear and nonstationary biosignals [110] and can extract local temporal structures such as heartbeats superimposed on respiration signals [111]. In sleep monitoring, several types of biosignals of different frequencies are acquired simultaneously. Therefore, filters are effective and simple tools for signal discrimination that are widely adopted in this field.

The classification algorithm is usually used for the classification of sleep stages. Sleep stage classification is an important and common output of sleep monitoring system. Although sleep stages include stages 1, 2, 3, and 4 and stage REM according to the AASM [18], most research classifies sleep stages in a simpler way as wake, light sleep (stages 1 and 2), deep sleep (stages 3 and 4), REM [108] or wake, NREM (stages 1, 2, 3, and 4), REM [102], or some other similar way. This simplification of sleep stages involves balancing the difficulty of the task with the application requirements. Commonly used classifiers include random forest (RF), support vector machine (SVM), multilayer, feedforward neural network (NN), linear discriminant analysis (LDA), decision tree (DT), and Bayes. Some papers compare the performance of several classifiers in their work to find the best one [101,108].
Table 4. Implementation of software or algorithm in different works.

<table>
<thead>
<tr>
<th>Sources</th>
<th>Involved algorithms or software</th>
<th>Outputs</th>
</tr>
</thead>
</table>
| Kalkbrenner et al [73]           | 1. An FIR\(^a\) bandpass filter with boundaries between 200 and 2000 Hz was used on the initial raw tracheal body sound signal acquired by microphone to obtain a pure breathing sound signal  
2. A bandpass filter with the boundaries between 5 and 30 Hz was applied on the initial raw tracheal body sound signal acquired by microphone to suppress breathing and most of the artifacts to get heart beat sound  
3. A LD\(^b\) classifier was used on cardiorespiratory features and movement features for automated sleep staging | 1. Sleep and wake classification  
2. Wake, REM\(^c\), and NREM\(^d\) classification  
3. Wake, REM, light sleep, and deep sleep classification |
| Sadek et al [98]                 | 1. Wavelet decomposition was used on microbend fiber optic sensor data to achieve the measuring of heart rate  
2. Third-order polynomial fit and Savitzky-Golay smoothing was used on microbend fiber optic sensor data to achieve the measuring of respiratory rate  
3. Adaptive thresholding method was used on SD of the respiratory signal for apnea or nonapnea classification  
4. Chebyshev type-I bandpass filter was used on microbend fiber optic sensor data to extract BCG\(^e\) and respiratory signals  
5. The MODWT\(^f\) with the multiresolution analysis was used on microbend fiber optic sensor data to estimate heart rate | Heart rate, respiratory, and apnea |
| Guettari et al [38]              | 1. SAX\(^g\) method was used on thermal sensor data for segmentation processing of the thermal signal  
2. SOM\(^h\) algorithm—Kohonen maps is used on features of thermal signal segmentation level, thermal signal segmentation duration and the variance of each thermal signal segmentation for achieving classification | Classification of signal segments as 3 phases of sleep:  
1. Deep and paradoxical sleep (REM, N3)  
2. Agitated and light sleep (N1, N2)  
3. Awake phase (Wake) |
| Seba et al [100]                 | K-means algorithm was used on IButton skin temperature sensor data to achieve data clustering and classification | Classification of the activities into 3 classes:  
awakening, calm sleep, and agitated sleep |
| Saad et al [92]                  | This sleep monitoring system involves Arduino IDE\(^i\) software and Visual Studio 2015.  
1. Arduino IDE is programmed that consist of sensor algorithms to enable those sensors and to read the value that has been captured from room ambience and body condition.  
2. A window application was programed by Visual Studio to display the value of those parameters | The relationship between the room ambience and quality of sleep |
| Sadek et al [99]                 | 1. Multiresolution analysis of the maximal overlap discrete wavelet transform was used on piezoelectric sensor data to compute heart rate  
2. Bandpass Butterworth filter is used on microbend sensor data to retrieve BCG signal | Heart rate of the person sitting in the massage chair |
| Velicu et al [68]                | Kushida algorithm–derived equation was used on accelerometer data as the discriminator for wake or sleep, wake or REM, and light or deep by applying 3 different thresholds | Discrimination for wake or sleep, wake or REM, and light or deep |
| Sadek et al [101]                | 1. For comparison, 5 classifiers are employed, that is, RF\(^i\), SVM\(^j\), multilayer, feed-forward NN\(^k\), LDA\(^l\), and DT\(^n\)  
2. Butterworth bandpass filter with frequency limits of 1 Hz and 12 Hz was used on microbend fiber optic sensor data to extract BCG component  
3. MATLAB based software was developed as a data labeling tool | Classification of informative and noninformative signal for further heart rate detection work |
| Kalkbrenner et al [70]           | 1. The developed software for visualizing and storing received data  
2. Heart sound was extracted by applying a bandpass filter ranging from 15 Hz up to 80 Hz on microphone data  
3. Breath sound was extracted by applying a bandpass filter ranging from 100 Hz up to 1.5 kHz on microphone data  
4. Stable results of accelerometer are provided by using the Madgwick-Filter | Heartbeats, breathing, snoring, sleeping positions, and movements of the volunteer |
| Sadek et al [107]                | 1. The BCG signal is decomposed using CEEMDAN (complete ensemble empirical mode decomposition with adaptive noise)  
2. Sensor data fusion method: time domain average  
3. The BCG signal is extracted using a Butterworth high-pass filter (fifth-order with a cutoff frequency of 0.2 Hz) followed by a Butterworth low-pass filter (10th order with a cutoff frequency of 30 Hz) on microbend fiber optic sensor data | Heart rate |
<table>
<thead>
<tr>
<th>Sources</th>
<th>Involved algorithms or software</th>
<th>Outputs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suzuki et al [96]</td>
<td>1. Silmee framework provides basic functionality of Silmee system by locating Silmee sensor node, smartphone (or tablet or wearable terminal) and cloud server&lt;br&gt;2. Silmee firmware provides vital signal processing capabilities such as noise reduction, important information extraction, or data compression&lt;br&gt;3. Silmee API: This API provides basic information to realize wide-variety of smart healthcare MW and apps&lt;br&gt;4. Silmee MWs are located in smartphone (or tablet or wearable terminal) or in health care cloud server. The MWs provide less medical expert API than Silmee API. For example, determination of REM and non-REM sleep, which is a popular term, is one of Silmee MW API, which is calculated by R-R intervals information included in the Silmee API</td>
<td>ECG wave, pulse wave, body temperature and body movements were measured by the set and send to a smartphone using a Bluetooth wireless connection</td>
</tr>
<tr>
<td>Suzuki et al [76]</td>
<td>1. The Cole algorithm for wake and sleep identification from the amount of activity data&lt;br&gt;2. Fast Fourier transformation (FFT) is executed for the even-interval pulse-to-pulse intervals to get the frequency spectrum&lt;br&gt;3. The k-means clustering method is adopted to classify sleep stages</td>
<td>Wristwatch-shaped physiological sensor that monitors user’s wrist motion and pulse wave interval</td>
</tr>
<tr>
<td>Lee et al [102]</td>
<td>1. To capture the respiratory signal, first-order derivation is used to compensate for the drifting phenomenon of pressure sensor&lt;br&gt;2. A low-pass filter is applied to eliminate short-term fluctuations in respiration signals&lt;br&gt;3. Sum all the pixels in the lower half of the pressure image and mark a leg movement when a significant drop or increase in pressure is detected&lt;br&gt;4. A simple thresholding technique for movement reporting</td>
<td>Classification of sleep stages: 1. Wake     2. NREM  3. REM</td>
</tr>
<tr>
<td>Beattie et al [108]</td>
<td>The Scikit library used to explore different types of classifiers: LD classifiers, quadratic discriminant classifiers, RF, and SVM approaches, and the LD classifier achieved the best performance</td>
<td>Classification of sleep stages: 1. Wake     2. Light (N1 or N2) sleep  3. Deep (N3) sleep  4. REM</td>
</tr>
</tbody>
</table>

aFIR: Finite impulse response.<br>bLD: linear discriminant.<br>cREM: rapid eye movement.<br>dNREM: nonrapid eye movement.<br>eBCG: ballistocardiography.<br>fMODWT: maximal overlap discrete wavelet transform.<br>gSAX: symbolic aggregate approximation.<br>hSOM: self-organizing map.<br>iIDE: integrated development environment.<br>jRF: random forest.<br>kSVM: support vector machine.<br>lNN: neural network.<br>mLDA: linear discriminant analysis.<br>nDT: decision tree.<br,oAPI: application programming interface.<br>pMW: middleware.

**Research Prototypes**

**Noncontact Methods**

Seba et al [100] discussed the development of a new approach to sleep analysis. This system, based on temperature monitoring (patient and ambient), aims to be integrated into the telemedicine platform developed in the framework of the Smart-EEG project by the SYEL—SYstèmes ELectroniques team. The proposed method is based on the thermal signature to classify the activity into 3 classes: awakening, calm sleep, and agitated sleep by k-means clustering. A thermopile sensor (TMP007) was placed above the bed at a distance close to 2 m to measure the upper Bed+Patient temperature. A thermal camera giving images in medical format but also information on the target temperature according to a spatial distribution is used to label the different events related to changes in the patient’s posture in the bed by visual analysis of an expert. An inertial unit is used to obtain the wrist acceleration in 3 axes to compare the responses of the thermopile sensor. The system measured the wrist, distal, and proximal skin temperatures using IButtons [112]. The day and night alternation corresponds, on the one hand, to the alternation between wakefulness and sleep and, on the other hand, to the alternation between high and low temperature. During sleep,
the body temperature decreases whereas it increases during the day. Skin temperature, unlike the body temperature, increases during sleeping and decreases after awakening. The work in [113] examined possible mechanisms of sleep monitoring system linking rhythms in sleep and core body and skin temperature, focusing on the causal effects of changes in core and skin temperature on sleep regulation. Several studies refer to the links between body temperature and sleep [112,114]. This work gave a figure of an example of classification for sleep base on thermal data.

Guettari et al [38] presented the design and first evaluation of a new monitoring system based on contactless sensors to estimate sleep quality. A passive thermopile sensor fixed on the wall produces thermal signals to detect human presence in the bed and then to estimate the quality of sleep. The Symbolic Aggregate Approximation (SAX) method has been implemented [115], which uses Gaussian window in the thermal signal segmentation processing. Each segment is generated by the SAX method based on a segmentation of the midvariance and then by identifying its sleep phase. The system extracted 3 features: the duration of the thermal data segment, the variance of the thermal segment of each segment, and the level of each segment. The Kohonen self-organized map (SOM) [116] was used to classify the signal segments into 3 sleep phases: deep or paradoxal sleep (R, N3), agitated or light sleep (N1, N2), and awake phase (W). It synchronized the thermal signal with the sleep stage labels based on the physiological parameters measured by the PSG with a hypnogram being established manually by the physicians. This study involved 13 patients, 11 people for learning the SOM model, and 2 other patients for evaluation of the learned SOM model. In total, 87% (40/46) of evaluation results showed good classifications.

Gu et al [41] presented Sleep Hunter, a mobile service that detects the transition between sleep stages for monitoring sleep quality and intelligent wakefulness. The smartphone was placed next to the participant’s pillow. Using sensors integrated in smartphones, Sleep Hunter integrates body movements, acoustic events, environmental lighting conditions, sleep duration, and personal factors using a statistical model: linear-chain conditional random field (CRF) [117] for sleep stage detection. It argued that, compared with the hidden Markov model [118], CRFs are more relevant for sequences that have long interdependencies and may therefore perform better in this application. On the basis of the duration of each sleep stage, Sleep Hunter also provides a report on sleep quality and a smart call service for users. In this work [41], commercial product Zeo [119] was adopted as the reference device. One study [120] indicated that the quality of sleep is actually determined by the distribution of the different stages of sleep rather than the length of sleep during the night. This work distinguished sleep stages between wakefulness, light sleep, deep sleep, and REM. The sleep quality score is then calculated based on the duration of each sleep stage. The detection accuracy of the Sleep Hunter proposed in this work [41] was 64.55%.

Krishna et al [121] proposed SleepSensei, an automated sleep quality monitor that estimates the sleep duration for the user. It uses (1) the built-in web camera and microphone of a personal computer connected to a power source, and custom software to collect environmental features and (2) the accelerometer sensor of a smartphone to detect body movements. Smartphones are placed close to the user (next to the pillow). In this system, the user can be in 1 of 2 sleep states: deep sleep or light sleep. The user’s sleep state (sound or light) is determined solely on the basis of the variance of the user’s body movements during sleep. Environmental features such as light intensity, ambient noise, temperature, and humidity have been entered by using custom software.

Temperature, ambient sound (noise and music), and light conditions have been found to be strong indicators of the user’s environment that clearly affect sleep [122]. The system proposed a regression model consisting of linear regression and SVM regression. The regression model estimates the share of each time slot (30-min window) that contributes to the completion of a user’s sleep quota (the total duration of sleep a user needs to obtain satisfactory sleep). The ground truth of this system comes from the data provided by users on sleep quality by answering the question: was the sleep fulfilling? It uses SVM and naive Bayes models as classifiers. By comparing the results of each classifier with 2 and 4 times cross-validation, the SVM model with 2 times cross validations has the best results and has an average accuracy of 79.84%.

Contact Methods

Distributed Sensor System on the Body

Velicu et al [68] proposed a system based on an accelerometer and an ECG sensor for the classification of sleep phases (wakfulness, light sleep, deep sleep, and REM). The accelerometer was embedded into a wristband, but the position of the ECG sensor was not mentioned. It described the classification logic: (1) body movements become less intense and less frequent as we enter the deeper phases of sleep and (2) HR becomes more stable as sleep deepens. The Kushida algorithm–derived equation [69] was adopted in this system as a discriminator between wake and sleep using accelerometer data collected every minute, with a 9-min sliding time window, showing 69% agreement with the EEG sensor result. This work shows a part of the classification results for an experiment lasting 3 hour and 43 min. However, the results have not been validated against PSG or any other reliable standard.

Kalkbrenner et al [70] presented the first step in the development of a sleep monitoring system. It includes the capabilities of capturing heartbeats, breathing, snoring, sleeping positions, and movements of 2 volunteers. In this system, a microphone was set up at the suprasternal notch to record breathing sounds and heart sounds. The heart signal is extracted by applying a bandpass filter from 15 Hz to 80 Hz. Nakano [71] and Yadollahi [72] showed that placing a stethoscope such as a microphone in the suprasternal notch at night can detect sleep apnea. At the same time, an MPU6000 inertial measurement unit embedded in an abdominal belt worn by the patient determines the sleep position and movements. The data are transmitted wirelessly to the laptop via Bluetooth and processed, visualized, and stored using developed software. The validation of the proposed system by comparison with the gold standard was published in [73]. A total of 60 adult subjects were subjected to overnight diagnosis, and a PSG screening was included for validation of the proposed system.
system. A total of 30 dimensions of features were extracted from data on breath, heartbeat, and movement. A linear discriminant (LD) classifier was used for automated sleep staging. The classifier achieved 86.9% accuracy and a kappa of 0.69 for sleep or wake classification, 76.3% accuracy and a kappa of 0.42 for Wake or REM or NREM classification, and 56.5% accuracy and a kappa of 0.36 for wake or REM or light sleep or deep sleep classification.

Lee et al [74] proposed smart patches and wearable bands (W-band) for recording biosignals during sleep. The system consists of 15 smart patches attached to the user's face to monitor multiple biosignals (EEG, ECG, EMG, and EOG). A total of 14 biosignal sensing (SN) patches to monitor biosignals, a network controller (NC) patch placed behind the ear to manage the whole system and used as a reference electrode for ECG, EEG, and EOG signals. All electrodes are implemented on a multilayered fabric patch based on the Planar Fashionable Circuit Board technology. The biosignals recorded by the SN patches were collected in the NC patch with an internal 20 kb SRAM via the W-band. When the memory is full, the recorded data are transmitted to an external device via an inductively coupled interface. The program displaying the data runs on an external PC so that the user can check the monitoring result after waking up. The performance of biosignal recording by this system has not been compared with a gold standard.

**Stand-Alone System With Several Sensors**

Shambroom et al [75] evaluated a wireless system for automatic collection and scoring of human sleep. This system uses dry silver-coated fabric sensors in the headband to collect electrophysiological signals from the forehead, which include contributions from the EEG and eye and frontal muscle movements. The resulting signal is transmitted to a base station using an ultra–low-power wireless protocol at 2.4 GHz. The system was compared with the PSG data scored by 2 technicians according to the R&K criteria. A reduced set of sleep stage classifications was adopted, including awake, REM, light sleep (combined stages N1 and N2), and deep sleep (combined Stages N3 and N4) [17]. A total of 26 healthy adults were subjected to simultaneous sleep measurements using this system and the PSG. The agreement was 62% and 56%, respectively, with regard to PSG1 (PSG recording scored by technician 1) and PSG2 (PSG recording scored by technician 2). The mean (SD) entire night sleep stage agreement for the 26 subjects was 75.9% (7.0%) for this system versus PSG1 (PSG recording scored by technician 1), 74.7% (8.5%) for this system versus PSG2 (PSG recording scored by technician 2), and 81.2% (7.4%) for this system versus PSGC (PSG recording scored consistently by 2 technicians).

Suzuki et al [76] described a wristwatch-shaped wearable sleep monitoring system for home use. The sensor incorporates a photoelectric pulse wave sensor and a 3-axis accelerometer to measure pulse waves and accelerations on a user's wrist and stores the computed pulse intervals (PPIs) and amount of activity in a flash memory (4 MB). It uses the Cole algorithm to identify wake or sleep from the amount of activity data [77]. The system compared the estimation result with the PSG results. Fast Fourier transform (FFT) is performed to obtain the heart rate spectrum. In the frequency domain, the integral value of the power from 0.04 Hz to 0.15 Hz is called LF (low frequency), which shows both sympathetic and parasympathetic nervous activities. The integral value of the power from 0.15 Hz to 0.4 Hz is called HF (high frequency), which shows parasympathetic nervous activity. The balance between sympathetic and parasympathetic nervous activity is related to sleep stages. According to the study by Baharav et al [78], there is a decrease in LF during sleep, with minimal values during non-REM slow-wave sleep, that is, deep sleep, and high levels similar to those of wakefulness during REM.

The HF increased with the onset of sleep, reaching maximal values during slow-wave sleep, and behaved as a mirror image of LF, as shown in Figure 6. The correlation between HF, LF of PPI, and sleep stages is summarized in Table 5.

The sympathetic predominance that characterizes wakefulness decreases during non-REM sleep, is minimal during slow wave sleep, and approaches average levels of wakefulness during REM sleep. Autonomic balance shifts to parasympathetic predominance during slow-wave sleep. To classify sleep stages from the LF and HF data sets, the k-means clustering method is adopted. It defines the coincidence ratio as a moving average sleep stage correlation coefficient (20-min window) between the stages estimated by this method and those estimated by the PSG. A mean coincidence ratio of 0.735 (SD 0.052) was obtained for the classification of the SWS, REM, non-REM, and wake stages.

Beattie et al [108] estimated sleep stages using a wrist-worn device that measured movements using a 3D accelerometer and an optical pulse photoplethysmograph, which provided data on movement, breathing, and heart rate variability. Overnight recordings were obtained from 60 adult participants wearing these devices on their left and right wrists, simultaneously with a type III home sleep testing device (Embletta MPR) that included EEG channels for sleep staging. The reference Embletta recordings were scored for sleep stages using the AASM guidelines [79], which labeled sleep stages as awake, light (N1 or N2), deep (N3), and REM over 30 second epoch level. Motion-based features include the number of activities over 30 second, the magnitude of rotation (using the 3D accelerometer to combine the maximum–minimum of each axis), the time from the last significant movement, and the time to the next significant movement. It extracted heart rate features such as HF power (0.15-0.4 Hz), LF power (0.04-0.15 Hz), very low frequency (VLF) power (0.001-0.04 Hz), root mean square of the successive differences, pNN50 (proportion of the number of pairs of successive RR intervals (the interval between R waves of ECG, that is, the time between heart beats) that differ by more than 50 msec divided by the total number of RR intervals), delta RR (intervals between beats), and mean heart rate.

The spectral features of the estimated breathing rate on a 1 s basis such as HF power (0.15-0.4 Hz), LF power (0.04-0.15 Hz), and VLF power (0.001-0.04 Hz) were formed. This system used the Scikit library to explore different types of classifiers: LD classifiers, quadratic discriminant classifiers, RFs, and SVM approaches. The LD mode seems to work slightly better than...
the others, so it was chosen as the final model. On the basis of a single validation, the overall accuracy per epoch of the automated algorithm was 69%, with a Cohen kappa of 0.52 (SD 0.14).

**Figure 6.** Illustration of HF and LF from PPI [97].

![HF and LF from PPI](image)

**Table 5.** Correlation between high frequency and low frequency from pulse-to-pulse intervals and sleep stages.

<table>
<thead>
<tr>
<th>Frequency bands</th>
<th>Sleep onset</th>
<th>Slow wave sleep</th>
<th>Wakefulness</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Increase</td>
<td>Maximal</td>
<td>Low level</td>
</tr>
<tr>
<td>LF&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Decrease</td>
<td>Minimal</td>
<td>high level</td>
</tr>
</tbody>
</table>

<sup>a</sup>HF: high frequency.  
<sup>b</sup>LF: low frequency.

**Only One Sensor Attached to One Site of Body**

Tataradze et al [80] presented an algorithm for detecting wakefulness, REM, and non-REM sleep based on a set of 33 features extracted from the respiratory inductive plethysmography signal captured by the PSG thoracic belt. The features extracted include the logarithm of power in different frequency ranges, time and frequency domain features, motion, breathing, and volume-based features. A bagging classifier was used in the experiments and a heuristic algorithm was applied to increase the performance of the classification. Compared with the PSG gold standard, an accuracy of 80.38 (SD 8.32%) and a Cohen kappa of 0.65 (SD 0.13) were obtained with the classifier.

**Commercial Products**

Given the various shortcomings of PSG, such as its invasiveness, high cost, and one-night monitoring, the industry has shown great enthusiasm for the development of commercial sleep monitoring products with the advantages of being portable, noninvasive, and suitable for long-term monitoring. Commercial products used for home sleep monitoring are currently available for direct purchases on the market. Some of the most popular and representative products are briefly introduced below.

Zeo [119] is a headband based on a true lightweight EEG brainwave pod monitor. It can provide a classification of sleep stages into *awake, light* (stages 1 and 2 combined), *deep* (stages 3 and 4 combined), and REM sleep. The Companion for Zeo smartphone app was developed for data collection. A validation study has been published [75]. Compared with the PSG, the epoch-to-epoch concordance of *light*, *deep*, and REM sleep is greater than 74%.

Up (Jawbone) [81] is a soft rubber wristband. In terms of sleep monitoring, it provides total sleep duration, time to fall asleep, and the number of nighttime awakenings. It also interacts with smartphone apps. To date, there have been no validation studies.

Fitbit [82] is also a wristband product. Its sleep monitoring algorithm classifies night sleep into *awake, light sleep, deep sleep, and REM* based on wrist movements and heart rate data. It also provides total sleep duration, sleep starting time, and end time. The publication [83] evaluates the performance of the Fitbit against the PSG. It showed a sensitivity of 0.96 (sleep detection accuracy), a specificity of 0.61 (wakefulness detection accuracy), an accuracy of 0.81 for the detection of N1+N2 sleep (*light sleep*), an accuracy of 0.49 for the detection of N3 sleep (*deep sleep*), and an accuracy of 0.74 for the detection of REM sleep.
RestOn [84] is a thin belt. It uses a single click of the magnetic cover to fix the device on the bedsheets; the position corresponds to the user’s chest. RestOn can measure heart rate and respiratory rate in real-time. Medical-grade sensors that are 2-foot long are embedded into a thin belt less than a length of 2 mm. The device can provide sleep time, actual sleep time, and sleep stages including awake, light, medium, and deep sleep. Its smart alarm can wake the user during the lightest sleep time.

The Sleep Dot [85] measures sleep cycles and body movements by simply attaching it to the upper corner of the pillow. It can play music to help the user fall asleep. Soothing sounds and music are adopted as alarm tones to wake the user more naturally during the lightest sleep. This product works with a smartphone app and generates a sleep report that can be shared with family and friends.

Withings Aura [86] is a bedside device with a white cloth sleep sensor placed under the mattress, aligned in position with the user’s chest. It is recommended that the 11-inch high bedside device be placed at least 1 m from the bed. The bedside device measures environmental parameters such as temperature, light, and noise. The white cloth sleep sensor indicates the time to sleep, number of awakenings during the night, duration of light sleep or deep sleep or REM sleep, and percentage of sleep goal achieved.

**Our Proposition of Sleep Monitoring System**

The LAAS-CNRS (Laboratory for Analysis and Architecture of Systems-French National Centre for Scientific Research) has been developing systems for monitoring people since 1990 [87,88]. This mainly includes research on health monitoring for older adults and frail people at home based on a wireless local body area network (WLBAN) [89-91]. On the basis of the techniques and experiences of studying the WLBAN monitoring system for many years, our laboratory has started research on sleep monitoring. The objective is to perform continuous and long-term sleep monitoring at home, focusing on the variance of sleep conditions night by night and monitoring indicator deviations after each night. The first week’s sleep is considered the reference nights and is used for comparison of the following deviations after each night. The first week’s sleep is considered the reference nights and is used for comparison of the following deviations after each night. The first week’s sleep is considered the reference nights and is used for comparison of the following deviations after each night.

The contribution here is to propose the following indexes:

- Change in apnea behavior.
- Sleep phase deviation.
- Leg movement.
- Heart rate and blood oxygen saturation.
- Finger, big toe, and chest temperature.
- Temperature and brightness of the environment.

Thresholds on these indexes could trigger alerts to the doctor. It is also possible to correlate these indices to provide an overall index of sleep quality.

The current research at the LAAS-CNRS on sleep monitoring is shown in Figure 7. The developed system consists of a local network integrating sensors embedded on the person, and these sensors communicate using Bluetooth to a data concentrator (Master). The master communicates via an Android app with the person itself. The master transmits the data via the LoRa technology to a gateway that takes care of sending the data to a database that can be remotely consulted by the physician.

Using this system, we collect a hypnogram based on wrist movement data using the clustering algorithm and to monitor the restless leg syndrome using leg movement data and to detect symptoms such as snoring using sound data.

We proposed threshold-based and k-means clustering based methods to process acceleration data from the nondominant wrist. The threshold-based method uses 3 thresholds to achieve falling asleep or waking up detection and 4-sleep stages classification (awake, light sleep, deep sleep, and REM). The k-means clustering-based method performs 5-iteration of k-means clustering for epochs between falling asleep and waking up to also achieve a 4-sleep stage classification (awake, light sleep, deep sleep and REM). The epochs between falling asleep and waking up are determined by falling asleep or waking up detection from the threshold-based method. Furthermore, a method for calculating sleep scores for a night’s sleep is also proposed in our system. The calculation of the sleep score was based on the sleep duration and the duration of each sleep stage. With tests carried out on 5 volunteers, all the methods we propose give promising results. The related article will be submitted soon.
Conclusions

The objective of this paper is to provide an overview of the current state and future prospects of research and development of sleep monitoring systems. Observation and sleep monitoring is a very important medical issue for the possible consequences on life behavior. The gold standard used is the PSG technique, which is an intrusive method that can only be used in a clinical setting. In addition, several studies have focused on the development of methods and strategies for lighter and longitudinal monitoring. Sleep monitoring systems have been proposed but they raise questions about the acceptance of the wearing of these devices by users, socioeconomic aspects, privacy, and impact on society, but also about the performance of the proposed algorithmic processing. This document deals with these issues and the different solutions reported in the literature and available on the market. The sleep monitoring system features a broad and heterogeneous range of devices, WSN standards, apps, and involve the efforts of numerous researchers, developers, and users. Owing to its interdisciplinary nature, a number of apps related to sleep monitoring integrate biomedical engineering and medical informatics. Other knowledge in the fields of medicine, social sciences, psychology, economics, ethics, and law must be taken into account and integrated into the development and deployment of wearable health care systems. Most systems are still in their prototype stages, and developers have not yet faced deployment issues. Information technology and electronics are mature fields and can provide viable, disposable, and affordable wearable systems. Systematic evaluations of the effectiveness and efficiency of sleep monitoring system are considered crucial to ensure potential user acceptance. Sleep monitoring is important for individuals and clinicians. Beyond the interest in healthy lifestyle and clinical diagnosis, sleep monitoring may also be important in reducing fatigue-related workplace injuries, particularly for shift workers. However, this type of monitoring will only be practical if systems with proven reliability and validity are in place. Consumers and patients will have the opportunity to take part in the revolution in personal health data. Increasingly powerful and convenient wearable technologies will be able to provide rich health information, but it is not clear that this will translate into workable health decisions. The democratization of devices previously reserved for doctors should improve access to health data and overall awareness of personal health. It is important that such information is properly communicated and understood by consumers. More complex integrated sensor technologies, detection, and analytical algorithms are likely to be developed in the coming years. Other wearable diagnostic tools for consumers, or even implantable devices and nanotechnologies, are currently under development. Products exist that can integrate sensors into clothing. Ideally, these technologies will empower consumers and patients and promote preventive medicine. The most important challenges are the development of nonintrusive hardware implementation, smart signal processing, data analysis and interpretation, communication standards interoperability, electronic component efficiency, energy self-sufficiency, and long-term monitoring.
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CRF: conditional random field
DAN: disorders of arousal from NREM
ECG: electrocardiography
EEG: electroencephalography
EMD: empirical mode decomposition
EMG: electromyography
EOG: electrooculography
FFT: fast Fourier transformation
GDP: gross domestic product
HF: high frequency
ICS: intercostal space
ICSD-3: International Classification of Sleep Disorders
LAAS-CNRS: Laboratory for Analysis and Architecture of Systems-French National Centre for Scientific Research
LD: linear discriminant
LDA: linear discriminant analysis
LF: low frequency
NC: network controller
NREM: nonrapid eye movement
OSA: obstructive sleep apnea
PLMS: periodic limb movement during sleep
PPI: pulse to pulse interval
PSG: polysomnography
RBD: REM sleep behavior disorder
REM: rapid eye movement
RF: random forest
RLS: restless legs syndrome
SAX: symbolic aggregate approximation
SOM: self-organized map
SVM: support vector machine
SWS: slow wave sleep
VLF: very low frequency
WBAN: wireless body area network
W-band: wearable bands
WLBN: wireless local body area network
WSN: wireless sensor network
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Abstract

Background: Our aims were to determine the usability and practicality of the endoscope-i system, a novel mobile attachment for aural endoscopy. This incorporated assessing the ease of use of the endoscope-i for different professionals, and ultimately improving the system by receiving constructive feedback.

Objective: Our objectives were to assess the ease of the endoscope-i system in conducting an aural examination and to assess its feasibility for integrating its use into clinical practice. We looked to assess its ease, effectiveness, and efficiency; to compare this to current practices with otoscopes; and to determine whether participants perceived the system to be able to produce an image of sufficient quality to make a clinical assessment. Finally, we wanted to assess the usefulness of the current training given for using the system, and we sought to gain feedback for the product from the differing specialists.

Methods: A formative usability study of the endoscope-i system was conducted with 5 health care professionals. Each session lasted 40 minutes and involved audio/video consent, a hands-on session, a private semistructured interview, and an option to discuss the device with a company representative.

Results: All participants found the endoscope-i system easy to use. The image quality was perceived to be greater than that achieved by current otoscopes. The ability to record images and view them retrospectively was also seen as a positive.

Conclusions: This study has not identified any significant issues relating to the design, functionality, or application of the endoscope-i. Participants perceived the system as superior to current options with a directly positive impact on their clinical practice.

Introduction

Background
Otolological diseases make up a large proportion of global disease. In 2015, the Global Burden of Disease Project ranked otitis media as the third-most common short-term disease with an incidence of 471 million worldwide [1]. Furthermore, hearing loss was ranked the fourth-most common chronic disease, affecting over 1 billion people. More recently, in 2017, otitis media had a reported incidence of 318 million cases [2].

The World Health Organization has noted a discrepancy between burden of disease and current resources for many specialties including otology, encouraging advances in technology and telemedicine to help bridge this gap around the world [3]. Recently, with the continual rise of availability of smartphones, mobile apps and attachments have become a way to achieve this, with some apps showing promise for streamlining referrals.
to ear, nose, and throat (ENT) specialists [4,5]. For example, Biagio showed substantial agreement in otological diagnoses between face-to-face assessments with an otoscope and remote viewing of videos of the findings, termed video-otoscopy [6]. This may help alleviate the aforementioned imbalance of resources by facilitating specialist expertise in remote areas. However, this is dependent on the speed of transfer of the video and the image quality [7]. The key aim of this study was to assess the usability and practicality of a novel otological technology, the endoscope-i, by gaining professional opinions on the effectiveness and comprehensiveness of the system when compared to the current standard, the otoscope (full aims are mentioned in the Test Objectives section). This study explores its potential for improving patient care [8].

The endoscope-i

Overview

During an interview conducted on June 14, 2019, the endoscope-i representative corroborated the following information. The endoscope-i system comprises an adapter designed for a smartphone to be attached to an endoscope, in order to look into a patient’s ear with a wide-angle lens, using a short rigid scope. The system is already commercially available and 3500 have been sold internationally online. The system comes packaged with instructions for use, including an explanatory diagram. Previous trials have been undertaken in Staffordshire, UK, with primary care clinicians using a slightly modified version of the current app. A key group of targeted users of the endoscope-i are audiology staff, nurses, audiologists, general practitioners, health care assistants, and community nurses. Once trained in using the device, it is intended that these users will be able to send the image obtained to an ENT surgeon for assessment of the ear. Therefore, the operator only needs to be skilled in using the device, with appropriate anatomy and physiology knowledge, and not in aurial clinical assessment. This would then negate the need for all aurial patients to see an ENT surgeon in person and, in turn, could potentially reduce waiting lists.

Differences and Innovations When Compared to the Traditional Otoscope

Firstly, the endoscope-i is attached to a smartphone camera that can be used to view the external auditory canal and tympanic membrane, once it is attached to the scope via the adapter, thereby producing a better image than an otoscope. An app is then used to optimize the image. These high-quality images will also only improve further with the advance in technology and camera quality of mobile phones. An app is then used to optimize the image. Secondly, in current practice, the eye needs to be close to the ear in order to see through the otoscope. With the endoscope-i system, an eyepiece sits on the adapter to view the image, allowing greater distance between the patient and clinician for easier working practice and improved view. This shared image may also be beneficial in the training of medical professionals. In addition, the wide-angle lens of an endoscope produces a broader perspective of the tympanic membrane not afforded by conventional otoscopes.

Another strength of the endoscope-i is its ability to capture high-quality photos and videos. These can be shown to the patient for reassurance and explanation of pathology, or they can be used for a remote referral, such as a junior doctor sending it to a senior colleague or a general practitioner sending it to an ENT surgeon in a distant location. This may enable a specialist management plan to be given for a patient, which could in turn eliminate the need to see the ENT specialist in person, further reducing waiting lists.

Finally, the introduction of the endoscope-i introduces the possibility of simple interventions alongside vision in the future, similar to the mainstream use of endoscopes in major operations, such as in endoscopic tympanoplasty [9].

Cons of the endoscope-i

With a new instrument or device comes a learning curve and a need for learning a new technique. Training is required to utilize the app and adapter but is thought to be minimal, with practice allowing for familiarity with its use. This assumption is tested as one of the aims of this study. The larger part of the training is anticipated to be for the skill of oto-endoscopy itself, which was also assessed. Staff who are not specialized in ENT, audiology, or endoscopy will require initial training in endoscopy, which is more time-consuming than training in only the endoscope-i device.

Further drawbacks are the risks associated with using the device; these include a perforated eardrum at the severe end of the scale and pain on insertion of the endoscope. Significant complications are thought to be rare, with none reported thus far.

Test Objectives

The aims of this formative usability study were to assess the extent to which the endoscope-i could demonstrate effectiveness, efficiency, novel advances, and satisfaction in aurial examination on patients attending an outpatient clinic as a part of the clinical assessment process, as per the International Organization for Standardization (ISO) standard, ISO 9241-11 [10]. This study is part of the iterative product development process, and it is different from a summative usability study, which would be conducted for validation purposes [11].

The specific objectives were to gain professional opinions on using the endoscope-i. Specifically, these objectives were as follows:

1. To assess its ability to conduct an aural examination: to be able to assemble the equipment, insert the endoscope into the ear, view the ear drum, and remove the endoscope.
2. To assess its feasibility for integrating its use into clinical practice.
3. To assess its ease and practicality over current practices with otoscopes.
4. To confirm or deny the ability of the device to produce an image of sufficient quality to make a clinical assessment.
5. To assess the usefulness of the current training given for using the device.
6. To gain insights into future recommendations for the product from the targeted specialists.
Methods

Ethics Approval
The project received institutional ethical approval. All participants consented to taking part in the usability study and did so voluntarily.

Participants
The study was advertised via emails and a poster circulated through the audiology and research and development departments within the University of Birmingham and the University Hospitals Birmingham National Health Service (NHS) Foundation Trust as well as through correspondence with professional contacts within the ENT department. All recruits were required to be trained in the skill of endoscopy or otoscopy in order for them to be able to compare it to their current practice. A total of 5 volunteers participated in this study, among which were a lead research nurse, a consultant ENT surgeon, an audiology clinical scientist, an endoscopy nurse, and the head of audiology; these volunteers represented a broad range of experience levels. All participants currently work for the University Hospitals Birmingham NHS Foundation Trust; their roles are listed in Table 1. Information on the endoscope-i was not revealed prior to the study, although 2 of the volunteers had previously seen and used the device through their own professional contact with the developer. The advertising email and flyer mentioned the scope of the study, including the task involved (eg, using an adapter for a smartphone to be attached to an endoscope in order to perform an aural examination).

Table 1. Participants’ roles.

<table>
<thead>
<tr>
<th>Participant number</th>
<th>Job title</th>
</tr>
</thead>
<tbody>
<tr>
<td>EI1</td>
<td>Lead research nurse</td>
</tr>
<tr>
<td>EI2</td>
<td>Consultant ENT surgeon</td>
</tr>
<tr>
<td>EI3</td>
<td>Endoscopy nurse</td>
</tr>
<tr>
<td>EI4</td>
<td>Audiology clinical scientist</td>
</tr>
<tr>
<td>EI5</td>
<td>Head of audiology</td>
</tr>
</tbody>
</table>

aENT: ear, nose, and throat.

Tasks and Test Design
A formative usability study took place on June 14, 2019, in the Medical Device Testing and Evaluation Centre (MD-TEC) simulation suite at the Institute of Translational Medicine, Birmingham, on commission of the company. Results were collected, analyzed, and presented independent of the company. The project was fully funded by the European Regional Development Fund. A team of three planned and moderated the study. The study procedure was built around three core elements: users, user environment, and user experience of the device interface [12].

The conducted usability study was structured around a task-based scenario: mannequin heads with accessible ear canals designed for audiology training were used in a mock audiology clinic setting; this can be seen in Figure 1. An endoscope-i representative assisted on the day, giving a training session and a demonstration of the device. The participants were then presented with the device in its case and asked to use it as if they would in a clinical assessment of an ear canal. The tasks involved in the hands-on session included the following:

1. Take the device out of the box and assemble it according to the instructions.
2. Set the device up to record.
3. Insert the device into the ear.
4. Confirm visual image of the ear canal on the phone.
5. Remove the device from the ear canal.
6. Utilize the app to send the image to a clinician.
7. Dissemble the device and replace it into the box.

For the scenario, the participant acted as the assessing clinician. The company representative was available for issues and queries during the hands-on session, guiding participants if they required, considering it being a formative study [12]. There was also a member of the MD-TEC team present to facilitate the study. The hands-on session was recorded by a high-definition camera on a tripod—with exception of participant 4 who wished not to be recorded—operated by a member of the NHS Foundation Trust’s A/V (audio/video) team. Immediately after the session, a voice recorder was used for the interviews.
Figure 1. The endoscope-i in use on a mannequin head. Having a simple design, the product aims to be easy to assemble and use in various settings, including with outpatients, in general practitioner surgeries, and in the community.

Results

Usability Metrics

Task Completion Success Rate

All participants were able to complete the tasks of assembling the device, carrying out an aural endoscopy, obtaining an image, and dissembling the device; therefore, there was a completion rate of 100% (5/5) for the representative end users. Participants expressed that this was an excellent instrument to obtain a high-quality image that is superior to the current image quality from otoscopes. From the feedback given in this usability study, it is deemed that the relevant clinicians would easily and gratefully adopt this device.

There were no significant errors made during the task-based session of the usability study. On two occasions, it was necessary for the company representative to step in and assist the participant with an aspect of using the device (EI1 and EI4); however, following this, the procedure was then completed completely independently by the participants, suggesting a high error tolerance. Bearing in mind, one of these participants had no prior experience in aural assessment; this indicates that operating the device would be easy to learn for those already assessing ears in practice. Further usability testing would be required to assess the use of the device by lesser-trained health care professionals. All participants (5/5, 100%) were able to complete all seven tasks within 5 minutes, with an average of 3.5 minutes, suggesting it was efficient as well as easy to use.

Usability Overview

All the participants were able to successfully use the endoscope-i and gave positive responses, with comments such as “The instrument itself is excellent” and “Perfect for a busy clinic” (EI1) being made. It was described as “small, compact, clear” (EI1) and was recognized as a “different way of examining a patient,” as there is “no need to get as close [to the patient]” (EI2), but it was also thought of as not difficult to get used to (EI2 and EI4). All participants (5/5, 100%) showed a good awareness of the endoscope-i’s use and purpose, regardless of their previous experience levels of aural examinations, and all seemed keen to integrate it into practice. Their feedback is highly relevant, considering their previous use of alternatives and experience levels in clinical assessments, communication between departments, and transmission systems within the primary and secondary care infrastructure. Figure 1 shows the endoscope-i in use at the point of contact with the patient.

Ease of Use of the Device

Ease of use was specifically named as one of the positive aspects of the device by 2 out of 5 (40%) participants (EI3 and EI5), with Participant EI1 also complimenting the simplicity of putting the parts together. Additionally, all 5 (100%) participants found the endoscope-i easy to use, with phrases such as “easier than anticipated” (EI1) being used to describe it by a participant with no previous experience of the device or of aural examinations and “pretty straightforward” said by a participant who had used a version of it in the past. It is also important to mention that...
Participant EI3 claimed it was “easy to do even with arthritic fingers.”

**Image Quality**

One of the advantages of this device over the current practice of using an otoscope was reported as the high-quality image, which was highlighted by all (5/5, 100%) participants. One participant (EI2) described it as “vastly superior” and went on to explain that, in addition to the better quality, this was because the point of vision is next to the ear drum, and the device provides the ability to look around corners to see the full ear drum. They also pointed out that there is also the opportunity to show the image to the patient and the relatives. Storing the actual image was seen as a notable advantage by 4 out of 5 (80%) participants (EI1, EI2, EI4, and EI5) (ie, “the recording element is a good idea”).

The important aspect of image quality was whether it would be of sufficient quality to make a clinical assessment from. The 4 participants out of 5 (80%) (EI2, EI3, EI4, and EI5) with experience in otoscopy or endoscopy positively confirmed that it would be of sufficient quality; the 1 (20%) participant (EI1) without experience said she guessed it would be, taking into account the vast experience she does have in clinical care. It was even described by one participant (EI4) as “far exceed[ing] current image quality.” The image quality can be seen in Figure 1.

**Comparison to Current Practice**

In comparison to current practice, it was seen as different because, as Participant EI4 explained, there are “clear guidelines on safety and bracing against a patient’s head, which is not able to be done with the endoscope-i.” In addition, Participant EI5 stated that there is “a knack to using it which is different to an otoscope,” which would mean that frequent use would be required to maintain an adequate skill level.

**Trainings Required**

The opinions on training needs for the endoscope-i varied between an ongoing competency document for the trainee to complete while being assessed by a competent user in a clinic (EI1), face-to-face group sessions (EI2 and EI4), and video teaching (EI3 and EI5). By mentioning that it would need to be used regularly to gain the specific technique, one participant’s answer was in correlation to Participant EI1 suggesting a competency document. After the initial training, a degree of experience would be required, and the user would need to use the device regularly in order to become fully competent and comfortable with it, according to Participant EI5. Another participant (EI4) also posited that there could be a divide in the acceptance and ease of adaptation of learning between older staff and younger staff due to the difference in familiarity with technology.

For those who suggested group face-to-face training, the emphasis was on having the device in front of the trainees so they could be talked through the process, try it themselves, and have a trainer available for assistance (EI2 and EI4). Those staff who were already trained in endoscopy would require less training than those who were not, since, for those who were inexperienced, “training would be around endoscopy of the ear as a new skill” (EI2) (eg, passing an endoscope through the ear canal without damaging it), in addition to using the adapter and app. A review of anatomy would also be useful, as the user will be getting a totally different view of the ear drum (EI2). Table 2 summarizes the methods of training that were recommended.

### Table 2. Summary of recommendations of training methods for the endoscope-i system.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Video</th>
<th>Face-to-face</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>EI1</td>
<td>Nice to have, but not essential</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Competency document in practice</td>
</tr>
<tr>
<td>EI2</td>
<td>Videos to refer back to</td>
<td>Group session with demonstration</td>
<td>Review of anatomy</td>
</tr>
<tr>
<td>EI3</td>
<td>Video taught</td>
<td>N/A</td>
<td>Practical training in the skill of endoscopy</td>
</tr>
<tr>
<td>EI4</td>
<td>e-learning video</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>EI5</td>
<td>Short videos</td>
<td>Hands-on practical</td>
<td>Ongoing for practice of endoscope-i</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable; the participant did not have recommendations for this category.

**iPhone Versus Android**

With regard to the app only being compatible with iPhones, it was explored whether this would present an issue for some users. Out of the 5 participants, 2 (40%) (EI1 and EI2) did consider that this may be difficult and would cause some confusion to navigate initially, but Participant EI4 reported that no difficulties were encountered as an Android user.

**Design Feedback**

The participants were asked to comment on the positive and negative aspects of the device. These responses are expanded upon below and summarized in Table 3.
the order of assembly to attach the heavy battery pack last. It was also stated that the screw-fix to attach the endoscope is fiddly, and Participant EI2 suggested that if the endoscope could clip in to the adapter that would be easier; however, it was recognized that perhaps the screw-fix is the most secure fixation to hold the weight of the phone and battery.

**Table 3.** Overview of likes and dislikes.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Likes</th>
<th>Dislikes</th>
</tr>
</thead>
</table>
| EI1         | Clear image  
Simplicity of putting parts together | If the user is not used to the function of an iPhone, initially this may cause some confusion to navigate.  
An Android user may struggle initially.  
An iPhone user will not have any trouble at all. |
| EI2         | Much better picture quality, as the point of vision is next to the ear drum  
Can look around corners so can see full ear drum. "Vastly superior image." Can show the patient the image. Relatives can view image in real time.  
Otoscope relies on a description or a picture drawn—the endoscope-i can store actual image of ear.  
Data storage is straightforward, once one is used to where images are stored.  
Images are anonymous, so can share. | Device: order of assembly and weight of battery pack  
Use of program: change recording and saving buttons to be accessible to thumb. Switch controls for ISO (International Organization for Standardization) and focus, so the focus is easier to access, irrespective of which side is holding the phone, whichever hand. |
| EI3         | Ease of use  
Amazing picture | Concern would be information on a phone—solution would be to leave it at the hospital. |
| EI4         | Clarity of picture  
Theory of being able to share photos | Use of the app is not intuitive. Having to flick between the screens and twist it upside down to activate.  
User position—[add a] handhold [to] it.  
Long sharp pointy end—lacking safety element which should be fine for experienced users, but not juniors.  
Cumbersome to hold compared to what she is used to. |
| EI5         | Picture quality  
Ease of use | Practice and experience to find the best way to hold it, as it is more weighted than an otoscope. |

For the software app itself, suggestions were made by Participant EI2 to change the recording and saving buttons so they are both accessible to the thumb, and to switch around the controls such as the focus button, in order for the focus to be easier to access, irrespective of which side the phone is being held on. The app was not found to be intuitive by 1 out of 5 (20%) participants (EI4), because the user is required to flick between the screens and twist it upside down to activate. This participant also found the user position or handhold challenging, as it was “cumbersome to hold” compared to current practice; this view was shared by Participant EI5, positing that it may require practice and experience to find the best way to hold it. Out of the 5 participants, 1 (20%) (EI4) had safety concerns about the distal end entering a patient’s ear when used by junior or inexperienced staff. This could be addressed through the ongoing practical competency element of the training. A final query by a separate participant (EI3) was around storing confidential data in the form of images on the phone. However, the ability to view the images repeatedly after the clinical assessment and share them was also seen to be of benefit.

As a guide for further development with the user in mind, the participants were also encouraged to make usability and design recommendations, resulting in some useful design and handling ideas being proposed. These have been separated into two separate categories of assembly and handling and interface recommendations for ease of assessment; these are all listed in Textbox 1.
Textbox 1. Endoscope assembly and handling and interface recommendations.

<table>
<thead>
<tr>
<th>Attachment of the endoscope:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Reassess the connection system on the adapter to make it easier to put together (EI2).</td>
</tr>
<tr>
<td>• Use a lighter battery pack (EI2).</td>
</tr>
<tr>
<td>• Add a rubber or plastic part on the end of the endoscope to make it softer for entering the patient’s ear (EI3).</td>
</tr>
<tr>
<td>• Enable the use of a speculum on the end for safety (EI4).</td>
</tr>
<tr>
<td>• Allow for the device to be held horizontally to more closely resemble the handling of an otoscope, meaning a smoother transition step (EI4).</td>
</tr>
<tr>
<td>• Have it come in a case where it can remain assembled, rather than assembling it before every use (eg, a box where it can stay in one piece) (EI5).</td>
</tr>
<tr>
<td>• Advise users of the importance of sterility and cleaning between patients—using antibacterial wipes and storing in the box (EI2).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interface:</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Reconsider the location of the buttons on the screen, switching the position of focus (EI2); put the film button at the bottom of the screen and have the buttons all on one screen (EI4).</td>
</tr>
<tr>
<td>• Incorporate the shutter button on both sides of screen, or have it flip over to the other side of the screen, so it can be used more accessibly with both hands (EI2).</td>
</tr>
<tr>
<td>• Label the focus and light exposure buttons (EI5).</td>
</tr>
<tr>
<td>• Set up a function to see a printed-off image or see it on the electronic patient record (EI1).</td>
</tr>
</tbody>
</table>

The recommendation of adding the rubber bungs to the part entering the patient was offered by 2 out of 5 (40%) participants (EI3 and EI4), due to the consideration that there may be some anxiety attached to the use of an endoscope on a live patient for the first few times by junior staff. Using a speculum on the end of the endoscope was also suggested for the same reason (EI4).

Discussion

Principal Findings

This formative usability study conducted by MD-TEC revealed a high acceptance rate of the endoscope-i, including its concept and method of use. Based on the study, as well as participant feedback, the current design is suitable for the intended purpose and its targeted end users, although some adjustments to the user interface and assembly order of the device may be considered. Furthermore, all participants perceived the device as having superior image quality, inducing a direct positive impact on their usual clinical practice, and having potential to reduce waiting lists and implicitly improve patient safety.

Despite the number of volunteers to the study (N=5), the wide range of experience of the participants was deemed a strength. In particular, one participant was not familiar with aural assessment and had not seen the endoscope-i, two participants were familiar in otoscopy but had not seen the endoscope-i, and two participants were familiar with otoscopy and had previously used the endoscope-i. Those who were familiar with otoscopy could compare their own experience directly against the use of this device; the one that was not trained in otoscopy could be used to see how easy it was for a complete novice to learn to use the device. Regardless of prior experience, a 100% completion rate within 5 minutes (averaged at 3.5 minutes) suggests that the device is easy to learn and use. Another favorable aspect was in the setup of the testing scenario: the use of a mannequin ensured patient safety, the room was designed to mimic clinical practice, and the setting remained uniform across each testing session to reduce variables between participants. The use of different types of feedback (ie, verbal, written, and video) gave a greater level of insight into the device’s usability, the suggestions of which are mentioned in the concluding remarks. The videos, for example, revealed a learning curve where participants initially fumbled to assemble the device, yet soon figured out how to complete the task. In this study, these participants had live training preceding their test; however, other users apart from this study will likely not have this luxury. Therefore, as 80% (4/5) of the participants agreed, a written, annotated, and/or video guide would be extremely helpful for overcoming this learning curve, to use as a reference when using the device; note that this aforementioned reference was not present during the live test for participants in this study, which could have contributed to the fumbling.

Nevertheless, in spite of realistically replicating the use scenario, there are some well-acknowledged limitations of usability studies, such as “testing is always an artificial situation”; personal preferences are only those of the participants and are not representative of the entire user population [13]. In addition, the use of retrospective think-aloud interviews were a good asset to reveal further insights into the usability of the device.

Conclusions

The endoscope-i is a novel device and system that allows the user to take high-quality videos of the eardrum and canal with an improved angle compared to the current otoscope. This study shows that it would enable an aural assessment to be carried out from the image it produces, with the feature to save and export the image allowing for remote examination of patients. This may reduce patient waiting lists to see a specialist in ear, nose, and throat, thereby potentially improving patient safety, reducing waiting lists, and implicitly improving patient safety.
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1. Explore different options of assembling the device parts and the possibility of a lighter battery pack to assist with this.
2. Consider locations of buttons on the screen in the app interface.
3. Evaluate the possibility of a feature to upload the images directly to the patient notes on an electronic patient record or to print for paper notes.
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Abstract

Dementia is a neurocognitive disorder, which affects older adults. There are currently no medication treatments available to cure dementia, but a number of biomedical technologies could be useful in assisting patients with dementia. With the continued growth of electronic commerce (e-commerce), online shopping for aging and health-related products will only continue to increase. Using the Tmall marketplace as an example, the purpose of this viewpoint is to describe the current trends of dementia-related products and devices available on an e-commerce platform. Feedback and critiques in the form of consumer reviews should be used to improve the design of dementia-related products. Online medical product consumers, however, must be vigilant about the effectiveness and risks of these biomedical devices.

(JMIR Biomed Eng 2020;5(1):e17514) doi:10.2196/17514
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Electronic commerce (e-commerce) has allowed patients and their caregivers to directly buy health products and medical devices from a seller over the internet. The largest of these online corporations include Alibaba, Amazon, and eBay. Tmall.com, a Chinese-language business-to-consumer (B2C) website operated by Alibaba in China, has approximately 260 million monthly visits from potential consumers and ranks number 9 among all websites in the e-commerce and shopping category [1]. A 2015 report from the Chinese government highlighted that while 59% of items sold online were genuine or of good quality, at least 40% of online goods sold were either counterfeits or of bad quality [2]. Tmall.com may eventually offer a reliable marketplace for consumers to purchase authentic medical products and devices; however, the sheer number of sellers on the B2C platform makes eliminating fake or counterfeit health products or biomedical devices from the Tmall marketplace difficult.

Dementia—also known as neurocognitive disorder—involves a constellation of symptoms including apathy, behavioral changes, confusion, and the impairment of executive functions [3-5]. A systematic review found that the estimated number of people with dementia in China was 9.2 million in 2010 [6]. There are currently no medication treatments available to cure dementia or to alter its progressive course [7-9]. However, there are a number of biomedical engineering technologies that can assist patients with dementia. For example, GPS locator devices could alert family members when someone with dementia wanders away from home [10]. With the continued growth of e-commerce and the worldwide popularity of online shopping for aging and health-related products, all biomedical engineers and health professionals should be prepared to further understand such trends. Therefore, the keyword dementia ( ) was searched on Tmall.com to provide a viewpoint on these trends of online shopping for dementia-related products.

On Tmall, an online marketplace for Chinese-language consumers at home and abroad to make purchases, there were a total of 1038 dementia-related products identified on November 29, 2019. Among these dementia-related items, 788 (75.92%) were books, 137 (13.20%) were medications or supplements, 65 (6.26%) were bracelets or wristbands, 42 (4.05%) were dementia toys, and 6 (0.57%) were biomedical devices. Of the 6 biomedical technologies, 4 were GPS-tracking Smart Watches for older adults, and 2 were transcranial magnetic stimulators.

There were no reviewer comments for the 2 transcranial magnetic stimulators; however, the consumer ratings for the 4 Smart Watches were relatively positive (4.8 out of 5.0). Some
reviewer comments (translated from Chinese to English) were included to understand how older Chinese adults may feel about technology for dementia. A reviewer wrote, “Very suitable for elderly with visual impairments and falls… Voice control is necessary [for elderly].” Another reviewer commented, “Easy to use, can make phone calls… but GPS can miss by 5 meters indoor.” An older adult reviewer stated, “My children will know my whereabouts, and I feel more emotionally secured because I know my children are on the other side of the watch.”

On the other hand, using online shopping for buying biomedical devices is not without risks. A recent small study found that transcranial magnetic stimulation (TMS) may temporarily improve memory; however, the study did not examine which areas of the brain should be targeted with stimulation nor how effective the treatment could be [11]. In addition, the Food and Drug Administration (FDA) of the United States has recently rejected the first TMS device to be used for treating symptoms of dementia, as the clinical trial for this device failed to demonstrate efficacy [12]. This particular TMS device is registered and classified as a Class II medical device by China’s National Medical Products Administration (NMPA); however, the Tmall marketplace failed to point out that no assessment concerning the safety and efficacy of this device has been conducted for patients with dementia. Online shopping from the Tmall marketplace may become commonplace, but consumers and patients from China and abroad must be vigilant about the safety and effectiveness of these non-FDA or non-NMPA approved biomedical devices. The Tmall marketplace must ensure sellers are not overstating the medical device benefits and, more importantly, use algorithms to get rid of fake or unregulated health products targeting vulnerable older adults and their caregivers.

Future work should examine how to incorporate online consumer review comments on dementia-related products, especially feedback and critiques from older adult users, to improve the design of biomedical engineering technologies. Excellence in design may only be achieved when biomedical engineers incorporate the needs of all stakeholders, that is dementia patients, their caregivers, and their families. Reviewer comments may serve as a proxy for quality improvement. However, in addition to the likelihood of purchasing online biomedical engineering products that could be fraudulent or counterfeit, this viewpoint highlights the issues of safety and effectiveness of dementia-related products purchased from the Tmall marketplace. Online medical product consumers need to look beyond the cost savings and focus on the effectiveness and risks of such medical treatments. This viewpoint demonstrates how widespread these dementia products and medical devices are in a Chinese-language e-commerce marketplace, but a limitation to keep in mind is the possibility of fake reviews, fake comments, or even fake transactions on the Tmall marketplace. Nevertheless, Alibaba has used machine learning to lower search rankings for stores engaged in false transactions. In addition, in 2017, the Chinese government sentenced a merchant associated with generating fake reviews and transactions to approximately 6 years in prison [13].
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Abstract

Pediatric medical devices cover a broad array of indications and risk profiles, and have helped to reduce disease burden and improve quality of life for numerous children. However, many of the devices used in pediatrics are not intended for or tested on children. Several barriers have been identified that pose difficulties in bringing pediatric medical devices to the market. These include a small market and small sample size; unique design considerations; regulatory complexities; lack of infrastructure for research, development, and evaluation; and low return on investment. In 2007, the Food and Drug Administration (FDA) created the Pediatric Device Consortia (PDC) Grants Program under the administration of the Office of Orphan Products Development. In 2018, the FDA awarded over US $30 million to five new PDCs. The West Coast Consortium for Technology & Innovation in Pediatrics (CTIP) is one of these PDCs and is centered at the Children’s Hospital Los Angeles. In February 2019, CTIP convened its primary stakeholders to discuss its priorities and activities for the new grant cycle. In this paper, we have presented a report of the summit proceedings to raise awareness and advocate for patients and pediatric medical device innovators as well as to inform the activities and priorities of other organizations and agencies engaged in pediatric medical device development.
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Introduction

Pediatric medical devices cover a broad array of indications and risk profiles and have helped to reduce disease burden and improve quality of life for numerous children. However, many of the devices used in pediatrics are not intended for or tested on children. Although some devices such as infant incubators were designed specifically for children, many others are adult devices adapted for pediatric use. Although children and adults can suffer from similar diseases, their device needs are different because of anatomical and physiological differences, physical activity, body structure and functions, and the challenges of growth [1]. Owing to the potential for much longer device use as compared with adults, device longevity and adverse effects of long-term implanted materials can be more significant issues in children. According to a national survey of government-associated clinicians conducted by the Food and Drug Administration (FDA) and the National Center for Advancing Translational Sciences, despite cutting-edge research and improved technologies to advance pediatric device development, the percentage of novel pediatric devices designed, evaluated, and approved for pediatrics is only about a quarter...
of those approved for adults [2]. In the same survey, 91% of clinicians reported that a new or improved device is needed, and 64% were dissatisfied with existing devices [3].

Several factors have been identified that pose difficulties in bringing pediatric medical devices to the market. These include a small market and small sample size; unique design considerations; regulatory complexities; lack of infrastructure for research, development, and evaluation; and low return on investment [4]. The end result of these barriers is that very few new devices end up receiving specific pediatric regulatory approval from the FDA. In 2017, 66 new devices were approved through the premarket approval and humanitarian device extension pathways; only 18 of those were indicated for use in the pediatric population and even fewer for children younger than 18 years [2]. Of the remaining 48 devices approved for adults, 88% (n=42) were determined by pediatric experts to have potential applicability in pediatric diseases [2]. Due to the paucity of approved devices, children are potentially exposed to greater risk because providers are forced to use either off-label devices or less-effective therapies.

The FDA has committed to advancing policies to encourage the development of safe and effective medical devices designed specifically for pediatric patients. In 2007, with the enactment of Section 305 of the Pediatric Medical Device Safety and Improvement Act, the Pediatric Device Consortia (PDC) Grants Program was created and administered by the FDA’s Office of Orphan Products Development [5,6]. The primary aim of this program is to facilitate the development, production, and distribution of medical devices. PDC serves providers with scientific and regulatory advice, physical and design resources, identifying funding sources and business assistance for the development of medical devices. The consortia have assisted the development of more than 1000 proposed medical devices in various stages of the total product life cycle. There are 19 unique pediatric medical devices available to patients as a result of this program, including a needle-free blood collection device, a surgical vessel sealing system, and a rapid vascular infusion device [7]. The PDC program has awarded US $37 million to various consortia since 2009 for pediatric device research and development (Figure 1) [6,7]. The FDA is also collaborating with industry stakeholders to build the National Evaluation System for health Technology [8] to generate better evidence for medical device evaluation and regulatory decision making, and incorporating real-world evidence generation strategies for more efficient and balanced approaches toward pre- and postmarket data collection [7,9].

Figure 1. Past and current Pediatric Device Consortia 2009-2018.
About The West Coast Consortium for Technology & Innovation in Pediatrics

The West Coast Consortium for Technology & Innovation in Pediatrics (CTIP) is a PDC centered at the Children’s Hospital Los Angeles (CHLA) and the University of Southern California (USC). Established in 2011 and first funded by the US FDA in 2013, CTIP promotes the commercialization and clinical use of pediatric medical device technology. In August 2018, CTIP was awarded a new US $6.6 million P50 grant from the FDA to continue its efforts to advance the research and development of medical devices for children.

CTIP attempts to address an important component often missing from pediatric device innovation, that is, simultaneously engaging clinicians, engineers, regulators, hospital administrators, patients, and the business community in the process of assessment and development of technology. For portfolio companies, CTIP fosters networking opportunities, direct and indirect financial support, and guidance on issues related to, but not limited to, intellectual property (IP), prototyping, engineering, testing, grant writing, and clinical trial design. CTIP has a network of children’s hospitals, academic institutions, accelerators, and incubators across The West Coast to support the commercialization of pediatric medical devices. CTIP network members include the University of California, Los Angeles; Oregon Health & Science University; University of Southern California; University of California, San Diego; University of California, Berkeley; Seattle Children’s Hospital; Cedars-Sinai Accelerator; The Lundquist Institute (formerly La BioMed); and Project Zygote (Figure 2).

CTIP aims to do the following:

• Build upon our national network of multidisciplinary stakeholders to identify and foster promising pediatric medical device projects.
• Increase awareness around the need for novel pediatric medical device development.
• Overcome current barriers to commercialization with a particular focus on establishing academia’s role in alleviating these barriers.
• Develop and implement strategies that will sustain a productive needs-driven pipeline of new pediatric medical devices.

The 2019 West Coast Consortium for Technology & Innovation in Pediatrics Summit

On February 1, 2019, the CTIP hosted a consortium summit at CHLA to discuss pediatric medical devices, regulatory challenges, reimbursement strategies, and prototype, design, and business development. The CTIP’s advisory board and steering committee members shared current industry knowledge and research in the field of Medtech and explored different pathways to commercialization success. During the discussion sessions, participants were encouraged to focus on ways to enhance collaboration between their institutions and CTIP. The information summarized herein reflects the knowledge and opinions of the 2019 summit participants (Table 1).
<table>
<thead>
<tr>
<th>Name</th>
<th>Title</th>
<th>Organization</th>
<th>The West Coast Consortium for Technology &amp; Innovation in Pediatrics affiliation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Katz, Samantha</td>
<td>Venture General Manager and Health Director</td>
<td>BCG Digital Ventures</td>
<td>Advisory board</td>
</tr>
<tr>
<td>Rousset, Jessica</td>
<td>Chief Operating Officer</td>
<td>Cure Pharmaceuticals</td>
<td>Advisory board</td>
</tr>
<tr>
<td>Edgerton, Kathryn</td>
<td>Partner</td>
<td>Nelson Hardiman Healthcare Lawyers</td>
<td>Advisory board</td>
</tr>
<tr>
<td>Cramer, Charlotte</td>
<td>Innovation Strategist, Innovation Studio</td>
<td>CHLA</td>
<td>CHLA staff</td>
</tr>
<tr>
<td>Crown, Kelly</td>
<td>Innovation Strategist, Innovation Studio</td>
<td>CHLA</td>
<td>CHLA staff</td>
</tr>
<tr>
<td>Eric, Meyer</td>
<td>Innovation Strategist, Innovation Studio</td>
<td>CHLA</td>
<td>CHLA staff</td>
</tr>
<tr>
<td>Kulkarni, Omkar</td>
<td>Chief Innovation Officer</td>
<td>CHLA</td>
<td>CHLA staff</td>
</tr>
<tr>
<td>Martine, Broome</td>
<td>Portfolio and Alliance Manager, Office of Technology Commercialization</td>
<td>CHLA</td>
<td>CHLA staff</td>
</tr>
<tr>
<td>Ng, Victoria</td>
<td>Innovation Consultant, Innovation Studio</td>
<td>CHLA</td>
<td>CHLA staff</td>
</tr>
<tr>
<td>Afari, Nadine</td>
<td>Program Manager</td>
<td>CTIP, CHLA</td>
<td>CTIP staff</td>
</tr>
<tr>
<td>Bar-Cohen, Yaniv</td>
<td>Co-Director</td>
<td>CTIP, CHLA</td>
<td>CTIP staff</td>
</tr>
<tr>
<td>Batchu, Srihari-</td>
<td>Program Administrator</td>
<td>CTIP, CHLA</td>
<td>CTIP staff</td>
</tr>
<tr>
<td></td>
<td>narayana</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cooper, Kathryn</td>
<td>Co-Director</td>
<td>CTIP, CHLA</td>
<td>CTIP staff</td>
</tr>
<tr>
<td>Espinoza, Juan</td>
<td>Director</td>
<td>CTIP, CHLA</td>
<td>CTIP staff</td>
</tr>
<tr>
<td>Shah, Payal</td>
<td>Research Associate</td>
<td>CTIP, CHLA</td>
<td>CTIP staff</td>
</tr>
<tr>
<td>Senn, Sean</td>
<td>Managing Partner</td>
<td>Accelerator AIX</td>
<td>Entrepreneur in residence</td>
</tr>
<tr>
<td>Bernstein, Christina</td>
<td>President</td>
<td>BB Medical Surgical, Inc</td>
<td>Entrepreneur in residence</td>
</tr>
<tr>
<td>Furth, Neelima</td>
<td>Regulatory Consultant</td>
<td>Best Laid Plans, Inc</td>
<td>Entrepreneur in residence</td>
</tr>
<tr>
<td>Patnaik, Meeta</td>
<td>SVP Clinical Development and Medical Affairs</td>
<td>Bionaut Labs</td>
<td>Entrepreneur in residence</td>
</tr>
<tr>
<td>Rushi, Amit</td>
<td>Vice President, Product, Marketing, and Business Development</td>
<td>GraftWorx</td>
<td>Entrepreneur in residence</td>
</tr>
<tr>
<td>Hager, Earle</td>
<td>Managing Partner</td>
<td>The Neutrino Donut, LLC</td>
<td>Entrepreneur in residence</td>
</tr>
<tr>
<td>Ulmer, Kwame</td>
<td>Principal</td>
<td>Ulmer Ventures, LLC</td>
<td>Entrepreneur in residence</td>
</tr>
<tr>
<td>Plush, Robert</td>
<td>VP of Pediatrics</td>
<td>Surgical Theater</td>
<td>Entrepreneur in residence</td>
</tr>
<tr>
<td>Sheridan, David</td>
<td>Codirector, Emergency Medicine Clinical Innovation Program</td>
<td>Oregon Health &amp; Science University</td>
<td>Steering committee</td>
</tr>
<tr>
<td>Watson, Andrew</td>
<td>Senior Director of Technology Transfer</td>
<td>Oregon Health &amp; Science University</td>
<td>Steering committee</td>
</tr>
<tr>
<td>Sue Swanson, Wendy</td>
<td>Chief of Digital Innovation</td>
<td>Seattle Children's Hospital</td>
<td>Steering committee</td>
</tr>
<tr>
<td>Horse-Grant, Desert</td>
<td>Senior Director of Research and Innovation</td>
<td>University of California Los Angeles</td>
<td>Steering committee</td>
</tr>
<tr>
<td>Levi, Dan</td>
<td>Interventional Pediatric Cardiologist</td>
<td>University of California Los Angeles</td>
<td>Steering committee</td>
</tr>
<tr>
<td>Flores, Ruben</td>
<td>Director, Office of Innovation and Commercialization</td>
<td>University of California San Diego</td>
<td>Steering committee</td>
</tr>
<tr>
<td>Blanco, Cesar</td>
<td>Senior Director of Research and Development Programs, Regulatory and Quality</td>
<td>USC Alfred E. Mann Institute for Biomedical Engineering</td>
<td>Steering committee</td>
</tr>
<tr>
<td>Grossman, Elissa</td>
<td>Associate Professor of Clinical Entrepreneurship</td>
<td>USC Marshall School of Business</td>
<td>Steering committee</td>
</tr>
<tr>
<td>Richmond, Frances</td>
<td>Chair, Department of Regulatory and Quality Sciences</td>
<td>USC School of Pharmacy</td>
<td>Steering committee</td>
</tr>
<tr>
<td>Khoo, Michael CK</td>
<td>Professor of Biomedical Engineering and Pediatrics</td>
<td>USC Viterbi School of Engineering</td>
<td>Steering committee</td>
</tr>
</tbody>
</table>
Session 1: Pediatric Medical Devices—Where Should Consortium for Technology & Innovation in Pediatrics Focus Resources and Efforts?

Session 1 was led by Dr. Juan Espinoza and Dr. Yaniv Bar-Cohen, the principal investigator (PI) and co-PI of CTIP, respectively. They began by leading a discussion about the importance of defining “success” for CTIP. For the FDA, “success” refers to device approvals and commercialization. These are important milestones that validate the need for programs such as the Pediatric Device Consortia. However, these are rare events on longer timelines; therefore, the focus should be on process measures that show progress toward those key milestones.

One of CTIP’s goals is to increase awareness in the Medtech community around the unique issues faced by pediatric medical devices, pediatric indications, and labeling. Although the legal and regulatory framework used by the FDA for devices is complex, the economic and market barriers to medical and surgical device development for children are significant. In the future, as early as 2020, CTIP could explore current medical devices on the market that could potentially pursue pediatric classification. CTIP’s leadership team discussed that the portfolio should have a range of Class 2 and Class 3 devices. Whether CTIP should focus in certain areas, such as orthopedics or implantable devices, was also discussed, with the consensus being that CTIP should continue to support projects that address unmet needs regardless of the focus area.

The majority of medical device companies continue to shy away from developing pediatric medical devices because the process is costly and complicated. Many believe that the market is small with limited opportunities for return on investment (ROI). However, it was pointed out that the United States is the largest market for pediatric medical devices whose growth is attributed to an increase in the incidence of chronic diseases such as heart disease, diabetes, and obesity, increasing awareness about adolescent health and behavioral health and increasing the demand for medical devices in pediatric hospitals and clinics. Pediatric Medtech remains to be a dynamic sector, with new technologies and products emerging every year. Many investors often overlook investment opportunities within pediatric medical devices; CTIP firmly believes that the pediatric Medtech sector can generate excellent investment opportunities.

CTIP understands that one of the best ways to assess whether a given company is focused on innovation and success is to look at the company’s product pipeline, team structure, and research and development (R&D) efforts. Innovation in medicine is primarily driven by both need and the size of a market, and the demand for pediatric devices does not always cover the necessary R&D investment required to bring these devices to the market. Investors will also look for these trends and patterns. Entrepreneurs in this space need to maintain an unconventional way of thinking when presenting their devices to investors and appeal to a variety of motivations, including long-term ROI, social impact, and launching additional, often adult-targeted, products. Investors should also be educated on evaluating pediatric Medtech differently, taking into consideration many of the previously mentioned factors. There are several key points in a Medtech company’s life cycle, and each stage has certain ramifications for an investor. Startups often face years of losses and cash outflows, as the management tries to lead new products through clinical and device trials, regulatory processes, and eventually into the market. CTIP and our consultants working with the portfolio members understand that very few Medtech companies mature into large, independent players. For many companies, the goal is licensing or acquisition of their technology or IP. Despite the unique considerations for pediatrics, the total product life cycle of pediatric medical devices will be familiar to Medtech investors; companies should leverage that familiarity in their investor pitches.

CTIP’s leadership team shared with the group that as pediatrics devices are a unique subset of the medical device industry, PDC program activities need to cater to that market. Before a medical device can be marketed in the United States, the FDA has to evaluate and approve the device. Although not all product approvals require expensive device trials, many products that drive revenue growth for the pediatric sector require data on efficacy and safety before the FDA permits their sale. It is also worth noting that approval is not the end of the regulatory process; the FDA requires ongoing monitoring and reporting and can order devices off the market if hidden dangers reveal themselves in subsequent years.

Risk analysis is an essential component of a quality management system. CTIP should focus on derisking devices early on. CTIP consultants work closely with the startup’s risk management team to create a plan for applying risk management procedures to the design and manufacture of their pediatric medical device. It is crucial to document how risks are identified, evaluated, and traced. The pediatric device innovator’s plan should define the entire scope of the risk management process, including the purpose of the device, its life cycle, responsible parties and authorities, and data collection and analysis all the way through postproduction.
Emphasis was put on CTIP’s initial evaluation of the company and asking clear go/no-go questions for every company: “How good or bad is this idea? What are the risks? What will the market bear? How will payers receive this?”

Other key questions that companies should be able to answer include:

1. How many units do you think you can sell?
2. What price could you get?
3. Walk us through how is this going to work?
4. How is your business sustainable?

This is meant to push companies to think through their business and sustainability plans.

Suggestions from the participants included the following:

1. CTIP should create risk-analysis worksheets for companies to complete during the initial evaluation.
2. During the evaluation call, CTIP should ask companies to share the top three markets for their device and consider how they might pursue market expansion. During the evaluation call, companies should also be asked, “What your sustainability plan is for the long term?” “What the other commercialization possibilities are?”
3. CTIP should keep in mind that a mature technology company is valued partly by traditional methods, including profit, revenue growth, and overall sales. Derisking these elements, particularly in the early stages, can add significant value. Of course, because technology is an ever-changing space, even what we consider a successful Medtech company can rise or fall based on an unproven product or even an announcement of a new development.

One of the other considerations that CTIP and companies need to be aware of is the issue of reimbursement. The reimbursement strategy is just as important as the regulatory strategy. Reimbursement assessment is used largely to help make informed decisions about the coverage of health care services by private and public payers. Reimbursement influences product development strategy from an early stage and drives decision making about potential asset acquisitions. It also combines health economics, outcomes research, pricing and reimbursement, external affairs, key opinion leader engagement, advocacy, and government lobbying. The suggestion was that CTIP should provide portfolio members with key reimbursement information to ensure startup success.

Some of the key reimbursement questions CTIP should address with portfolio members are as follows:

1. What are the priorities in the hospital?
2. How do pediatric hospitals assess value and who is involved?
3. How do hospital decision makers decide what they want?
4. What are the barriers for adoption?
5. What does the reimbursement approval process look like?
6. What are the relevant Centers for Medicare & Medicaid Services and insurance policies involved?

The discussion also focused on creating an innovation roadmap to connect entrepreneurs with the decision makers in the hospitals and/or create a roadmap for important decisions. This innovation roadmap should consider both the hospital business development process and entrepreneurs. This roadmap would remind innovators of whom they need to connect with during this journey. Having regular opportunities to network and build relationships between stakeholders is important to more effectively work together. Clear communication that centers on sharing resources, information, and best practices among stakeholders can also help to achieve shared goals.

As a part of CTIP Activities for year 1, the group recommended developing a business relationship with the Los Angeles Mayor’s office with the possibility of a pipeline between the Mayor’s Office, the Los Angeles Bioscience Investment Fund, CHLA, and others to create more awareness about opportunities in pediatric Medtech. In 2015, the Los Angeles County Board of Supervisors made economic development a priority to stimulate regional job growth and lift residents out of poverty. Seven industries were targeted based on their proven ability to create jobs and wealth. Bioscience was the first of the industry sectors selected by Los Angeles county for focused support. The Los Angeles region generates cutting-edge bioscience R&D and a trained workforce capable of launching and supporting enterprises emerging from local research institutions and incubators. Over past economic cycles, including the Great Recession, bioscience jobs have proven unaffected by economic downturn. Increased awareness in the business and investor community would facilitate follow-on investments in CTIP portfolio members.

Nearing the end of the first session, the participants highlighted the need to understand that in most hospitals, if the projects do not benefit the home institution, then there is limited incentive to move forward. Seattle’s Children’s Hospital encourages a dual incentive for both the hospital and the entrepreneur, which also encourages quality control and safety. One suggestion was brought up to host office hours at CHLA and document what has been done/shared between entrepreneurs and hospitals. This could reduce communication barriers between entrepreneurs, clinicians, and administrators. CTIP could incentivize this process by funding participants’ time as consultants. This could be a bridge building activity that makes the process more official. The CTIP’s leadership will explore connecting with human resources on challenges or issues regarding this suggestion.

The first session ended energetically with other programming solutions as follows:

1. Collecting success stories and sharing the pathways/stories from both the entrepreneur side and the hospital side.
2. Sharing stories in a video format or blog featured on the CTIP site could be beneficial to Medtech commercialization.

Session 2: Business Models for Pediatric Medical Devices—How Do We Advise Companies on Their Path Toward Commercialization?

Session 2 was led by Elissa Grossman, MBA, PhD-CTIP steering committee member; Katherine Cooper, MBA, CTIP Co-Director; and Christopher Del Vecchio, MS, JD-CTIP, steering committee member. The session began with a discussion
of the current CTIP portfolio. Many CTIP companies (roughly 50) are at an early stage. The pediatric market as a subdivision of health care accounts for approximately 25% of the US population (individuals younger than 21 years). This smaller market results in many businesses having limited resources and needing to pursue nontraditional funding opportunities. CTIP should consider the nuances of the matchmaking process and match investor money with the right entrepreneur. It is important to ensure that interests are aligned, connect with investors to strategize where they can invest their money, and work with business development consultants to create different kinds of business models and commercialization strategies.

Historically, the requirements of the American market have set standards for the design and development of products, functions, and processes. Although the United States will continue to be the most important market for the next decade, global markets will become increasingly relevant for pediatric Medtech startups. These markets will provide opportunities for new customers and expand operational activities, such as manufacturing, shared services, and R&D.

For therapeutics and diagnostics markets where Medtech holds significant new potential, R&D and business development investments should lead to the creation of new technologies that have both clinical efficacy and cost-effectiveness. This will require companies to leverage existing global commercial, development, and operating capabilities. Companies may consider partnerships with other organizations that have existing capabilities. However, all partnerships should clearly delineate any IP considerations. When an innovator engages with a contractor or consultant, and the innovator expects to own the IP arising from the engagement, the innovator should expressly provide clarification for this in the engagement agreement. Lack of clarity around the important issues such as who owns the company assets, documents, and IP can pose a significant risk.

Given the rapidly evolving nature of Medtech, it is important for entrepreneurs to reflect on how successful teams choose which ideas to pursue. Their business model should include a clearly articulated plan for how they make these decisions. These decisions are informed by a clear understanding of health care technology purchasing and the relevant processes and people involved in those decisions. The Medtech industry as a whole faces challenges to the legacy business models and strategic choices that companies have used to excel in the past.

Success in Medtech requires a clear and consistent focus on delivering differentiated value and performance to customers, shareholders, and users. A new “value bar” forces Medtech startups to rethink how they can effectively create a product portfolio that will meet this ever-increasing set of expectations. It is no longer sufficient to demonstrate the marginal product benefits for new product launches. A more diverse set of stakeholders are now involved in the adoption and decision-making process for Medtech products. A broader set of stakeholders to support product adoption is needed.

Suggestions from the participants included the following:

1. CTIP companies should try to work with hospitals to evaluate outcome measures and costs.

2. Business models that CTIP companies should consider include value-based models that focus on cost containment and help the hospital be more profitable.

3. One needs to be careful about the technology sector, which can be boom or bust. The same is true for individual companies and market segments within the Medtech space.

4. It will be helpful to read the 2013 book by Michael Raynor and Muntaz Ahmed (The Three Rules: How Exceptional Companies Think) [10], which brings discipline to the field by identifying rigorous, research-backed principles that guide exceptional companies in two ways: (1) better before cheaper: rather than competing solely on price, companies achieve sustainable success by focusing on delivering differentiated value; and (2) revenue before cost: the advantages of higher revenue are more valuable and durable than the advantages of lower cost.

Medtech companies could have a significant customer base and still not show consistent profits. In many cases, they lose money, sometimes a significant amount, as these companies build out capacity and develop a market for their products. To build differentiated products, many companies need to consider transformational innovation: innovation that creates and delivers customer value through novel products, solutions, and business models that address these unmet market needs.

To improve their business model, companies should ask themselves these key questions:

1. How will your customers hear about your medical device?
2. What is the value proposition of your device?
3. Who do entrepreneurs need to speak with to educate the customer?

CTIP can assist in finding a systematic approach to facilitate entrepreneurs’ connection with those making purchasing decisions. Entrepreneurs need to understand who the decision makers are for their potential customers. CTIP is exploring creating a repeatable operational process around this topic and understanding how it can incentivize decision makers to attend, present, and engage. Encouraging innovation and using analytics to share success metrics are proactive ways to connect with hospital administrators. With the help of CTIP, companies can complete a derisk tech worksheet to decide if they want to design for manufacturing, acquisition, or licensing.

There are a couple of key points to consider when hospitals partner with an entrepreneur:

1. How is the collaboration structured and defined?
2. How are entrepreneurs evaluating their technology? Solely based on profit?

Hospitals evaluate new technology based on value and cost savings. Companies and CTIP can work with hospitals to collectively define success and quantify the positive clinical impact of devices.

For existing companies with adult devices, there are opportunities to expand into pediatrics. Options include developing the product themselves or licensing their IP to a second company to develop the pediatric version. This could be a novel approach to bring more pediatric medical devices to
the market. CTIP can match companies with Entrepreneurs-In-Residence who can help portfolio members explore and negotiate these types of arrangements.

The group also discussed other nonprofit–driven business models such as B-Corps and 501(c)3 nonprofits. CTIP can help companies find a way to blend the nonprofit model with how to operate as a business that supports the device. Companies that form a nonprofit organization do not have to make decisions based on a profit motive; rather, they can operate on mission instead. If the values of new investors are not aligned, companies do not have to take their offers, giving entrepreneurs more latitude. A major consideration is that entrepreneurs need to demonstrate how their product development and mission meet the legal requirements for being structured under these mechanisms.

The discussion then moved to small business innovation research and small business technology transfer (SBIR/STTR) program issues:

1. Some institutes have started evaluating SBIR/STTR proposals using a similar rubric to National Institutes of Health research grants such as R01. Most small companies do not typically have the skills or background to write these grants. CTIP can assist companies by connecting them to grant writing support.

2. The question raised was if CTIP could assemble a team of PhDs and other experts to help with grant writing.

3. It would be very helpful if CTIP can host workshops for portfolio companies at different stages of development but focus on similar class devices and projects. These workshops can teach reimbursement pathways, SBIR grant basics and different business model strategies, perhaps as a 4-week course.

4. CTIP should curate case studies from its portfolio that exemplify key processes and decisions and share them with the rest of the portfolio to learn from.

Session 3: Food for Thought—Derisking Strategies for the Commercialization of Medical Devices

Session 3 was led by Cesar E. Blanco, PhD - CTIP Steering Committee, on derisking strategies for the commercialization of medical devices. The “valley of death” [11] in startup formation is often difficult to traverse for pediatric medical device companies in particular. This is because investors are reluctant to support startups if their products have not yet been derisked. In addition, the pediatric device market is seen by some as niche and considered risky from the beginning. CTIP can assist with derisking in two main ways: (1) by providing funding for prototype and design so entrepreneurs can take their first iteration product to their stakeholders for feedback and (2) by pairing the entrepreneur with an Entrepreneur-in-Residence or a consultant via CTIP’s Consultant-Company Match Program. CTIP can serve as a device derisking incubator, with the aim of helping entrepreneurs with business planning, regulatory support, clinical trials, prototyping, and preclinical work.

Medtech startups transform and change in many ways over time and entrepreneurs should know that as they develop a Medtech device. The team and individuals involved in the process change as the company matures. This will impact how the company makes revenue. In the ideation phase, a company will seek technical expertise, creativity, and team members who can push the boundaries in terms of development and innovation. In the next stage of the R&D process, companies consider and filter design input/requirements. This is where innovators start focusing on meeting design requirements; the need for out of the box thinkers may be less. The team is likely to change again as R&D expands, and their funding increases. Companies should be as intentional about the people on their team as they are about the product. Teams and companies can create a list of competencies, skills, and values. As companies continue to grow and transform, founders and teams should continually re-evaluate their product, their market, and their team composition.

The cost of medical technology is not declining, and many medical professionals equate progress in medicine to the increasing use of sophisticated technology that is often expensive. There is an urgent need to address high-cost small markets through the development and use of appropriate technology in accordance with the needs and priorities of pediatric patients. A number of simple and inexpensive quality measures that have the potential to improve outcomes substantially without the need for expensive equipment should be instituted before embracing high-end technology. Innovations to reduce health care costs are another key component of commercialization success. Medtech entrepreneurs need to learn how to decide how much to charge the product, which requires more thought than simply calculating costs and adding a markup. Entrepreneurs, hospital administrators, and clinicians need to assess and consider how much they value the product or service they buy. Figuring out how much the customer (hospital or patient) values the product or service and pricing is paramount to success. Another important consideration for pricing is whether a product should have multiple price points based on features, use case, or customer.

There was also a discussion about reviewing prototyping, which can be funded by CTIP and is an essential part of medical device development and manufacturing. Not only is it critical for refining the design of a product and testing safety and performance, prototyping is a must for startups, so that they can demonstrate how the product looks and functions. Without prototypes, it would be nearly impossible to secure funding for production. Some nimble startups use rapid prototyping and low-volume manufacturing to compete with established companies and gain market share to save time and money.

Prototypes also play a critical role in obtaining quality feedback from end users, clinicians, and hospital administrators; having a high-fidelity prototype can lead to better design optimization within accelerated development windows. Prototyping is about speed and fast turnaround time. The goal is to find flaws, imperfections, and other opportunities for improvement and then address them quickly. As design specifications advance, the device may be able to enter more than one market. Design should be simplified, and entrepreneurs and engineers may need to let go of the bells and whistles. This can be a critical issue for software and digital health and can lead to issues they did not foresee. Clinicians with solutions often have too many
features and need to refine their designs. Finally, innovators need to be aware of different types of prototypes, such as prototypes for clinical studies, as opposed to prototypes for the evaluation of commercial product fit.

When thinking about derisking their commercialization strategy, entrepreneurs should consider the following questions:

1. What is your market and how big is it?
2. How will you capture and protect IP?
3. When and how can you add value?
4. When is this exciting to another strategic partner?
5. Can this be leveraged in some other market or application?

While discussing team dynamics with innovators, it is important to focus on identifying if the team that founded the company wants to be in full control; how much control is willing to let go of? It is important to know this upfront; as the company matures and acquires investors, they will have to release some control. Companies need to understand their market and development costs. CTIP can host a workshop to help companies identify opportunities to expand, fully explore their value proposition, and make sure they define their customers correctly (the end user is often not the customer in health care). Understanding the dynamic changes and shareholders who both create and hinder change is critical to Medtech success. Marketing leaders push for quicker cycle times, engineering leaders want cutting-edge technology, supply chain leaders seek low-cost initiatives, clinicians want to provide quality care, investors want an ROI, and hospitals want to maintain high quality and low costs. Companies need to be able to deliver a compelling proposition to each of these stakeholders.

With respect to the regulatory process, there are two important parts to a medical device: (1) the device itself and (2) the documentation that supports the design and indication for use, including preclinical studies, efficacy studies, quality management systems, patents, etc. There is a significant value in how well this documentation is organized and updated. It is important for entrepreneurs to develop these assets early. CTIP will need to remind portfolio members about the need to appropriately document quality control and reproducibility. Documentation is critical in the early stages; in some ways, the paperwork becomes more important than the device itself, early on.

Finally, the group addressed the timing of investor outreach. In general, this should be in line with device and company maturity. An example discussed was a device startup company that ran into difficulties with a thermally triggered adhesive. This device uses an adhesive to secure and hold in place pads that connect to a string device that helps close sutures. It was intended to minimize scarring and promote faster healing. The device did this by reducing the strain across incisions, thereby decreasing the size of scars. Currently, this device is challenged by temperature and adhesive strength. Current testing could not meet the high adhesive strength requirements. This company is working on a new formula but has limited funding for this phase of R&D. In this scenario, although the suture closure device is very mature, they still have not solved significant product issues and are having trouble attracting investors. In such cases, CTIP can help companies identify exits, strategize multiple exit points, and articulate concepts to investors.

**Session 4: The Business of Pediatric Medical Devices—Reimbursement Strategy and Food and Drug Association Regulation**

Session 4 was led by Frances Richmond, PhD - CTIP Steering Committee, in which she discussed the role of reimbursement and regulatory strategies. The innovation “valley of death” (Figure 3) [11] prevents the progress of science from the laboratory bench to the point where it provides the basis of a commercially successful business or product in a couple key ways. Medtech startups often need help to access knowledge, capacity, resources, and people outside of their company. Organizations such as CTIP could develop innovation processes and infrastructure to reduce risk and uncertainty for companies, allowing them to invest with confidence to advance a given technology beyond the validation stage all the way through to commercialization. During the CTIP evaluation phase, CTIP can help companies navigate the “valley of death” by teaching companies how to assess the ideal strategic fit; matching their device or pivot project to a new device that will have high value to a strategic partner, leading to commercial success.

The group discussed how CTIP can build bridges between the regulatory and reimbursement processes that reside on either side of the valley. For many products, the reimbursement budget is larger than the regulatory budget. The National Science Foundation (NSF) I-Corp program hosted at USC can assist CTIP companies through their entrepreneurship boot camp. Once completed, companies are eligible for NSF development grants. One way CTIP can support the portfolio members is to have a program where we embed a regulatory program graduate student with a portfolio member at a reasonable cost; together, the student and company can create the required documentation. CTIP can also create sample templates for quality management systems, documents/work orders, and templates for regulatory submissions. The Southern California Clinical and Translational Science Institute (USC’s Clinical and Translational Science Award) has developed web-based modules for training in clinical and translational science. CTIP could develop a similar set of resources for its portfolio companies.

CTIP and PDCs could provide another type of value to early stage companies: validation. The PDCs might consider developing a joint certification or validation, a “stamp of approval” for early stage innovators, which in some cases can be as valuable as financial support. This can also be of value to more mature companies who need that type of endorsement to pursue investors and customers. It would create some branding and coordination across the PDCs but may be worth pursuing as a value add-on.
The discussion was extended on the list of templates and checklists that CTIP can create for portfolio members, including the following: (1) tech maturity checklist; (2) quality control checklist; (3) regulatory checklist; (4) reimbursement value analysis; (5) 5-10 elements essential for the company’s progression; (6) company self-evaluation; and (7) design control checklist.

CTIP should pursue partnerships with other organizations such as the USC collaborative fund, to sponsor educational events. These events can feature industry experts to discuss a variety of topics, including the development of social capital. Another idea is to host a “shark tank”-style pitch competition with key stakeholders at CHLA and other hospitals. There would be an idea submission process that would include the checklist, and ideas processed are given feedback by the team. There are some retired individuals with regulatory and reimbursement expertise available and are often eager to assist in the process. Many of these experts are looking to find ways to stay involved in the field and give back to the Medtech community. CTIP could play a role in developing a list of individuals who want to provide pro bono services to pediatric medical device innovators.

Conclusions
As FDA-funded pediatric medical device accelerators, the PDCs are uniquely positioned to not only support pediatric medical device innovators but also raise awareness about the barriers to pediatric medical device development and advocate for both patients and innovators to streamline and accelerate the pathway to the market. Follow-up discussions with Summit attendees also raised challenges that CTIP hopes to address in year 2. These include the dynamic nature of software regulatory requirements, considerations regarding artificial intelligence and machine learning, and the limitations of other resources based on different devices with different levels of complexity. The ability of artificial intelligence to transform health care by analyzing vast amounts of clinical data presents unique challenges. This includes unstructured datasets, data ownership, and privacy issues to store global data while adhering to evolving regulatory definitions and requirements. These challenges demand engagement from our experienced partners and network to provide novel insights and increase product innovation. Our goal in sharing the proceedings of our annual stakeholder meeting is to provide insights into our process and priorities for individuals, institutions, and agencies with a vested interest in pediatric medical device development who wish to engage in similar work. By sharing these insights, we hope to begin to align efforts and incentives across sectors to achieve our common goal of improving child health outcomes through technology.
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Abstract

Biometric systems use scanners to verify the identity of human beings by measuring the patterns of their behavioral or physiological characteristics. Some biometric systems are contactless and do not require direct touch to perform these measurements; others, such as fingerprint verification systems, require the user to make direct physical contact with the scanner for a specified duration for the biometric pattern of the user to be properly read and measured. This may increase the possibility of contamination with harmful microbial pathogens or of cross-contamination of food and water by subsequent users. Physical contact also increases the likelihood of inoculation of harmful microbial pathogens into the respiratory tract, thereby triggering infectious diseases. In this viewpoint, we establish the likelihood of infectious disease transmission through touch-based fingerprint biometric devices and discuss control measures to curb the spread of infectious diseases, including COVID-19.

(Keywords: biometric; contact; contaminate; coronavirus; COVID-19; cybersecurity; disease; fingerprint; hygienic; infectious; pathogen; scanner; surface; verification)

Introduction

The primary purpose of fingerprint recognition or identification systems is to provide trustworthy verification of users to control access to resources such as computers as well as to critical facilities such as offices and hospitals. These systems also provide useful data for generating summary periodic reports on usage statistics [1], including the number of participants inside a facility, frequency of entrances and exits, duration of stay, and other intelligence required for monitoring, surveillance, and security administration.

Despite their many benefits, fingerprint scanners are potential sources of disease transmission due to contamination from multiple touches by various users in a wide range of questionable hygienic conditions; as a result, these scanners pose potential transmission risks. Serial use of finger scanners in a given setting may play a more significant role in transmission, as latent prints left on the scanner surface by the deposition of finger moisture, sweat, or oils can soil the surface [2].

Unhygienic thumbs can potentially leave surviving bacteria [3], fungi, and viruses on the surface [4] of the scanner after use, thereby increasing the possibility of transmitting germs that cause illnesses [5], including COVID-19, which is predominantly spread via droplets and contaminated hands or surfaces [6].
Applications of Fingerprint Biometric Systems

Like other biometric devices, fingerprint systems provide a secure and facile means of verifying the identities of humans [7] using their unique finger attributes. These systems are used in a number of applications for various cybersecurity and access control purposes, as follows.

Employee Time and Attendance Systems

Traditional workplaces [8] use fingerprint biometric systems to identify personnel, grant authorized access to offices, and maintain accurate records of staff attendance [1,7,9].

Secure Login Access to Software and Electronic Systems

Fingerprints are used to control login access [10] to computers and mobile phones as well as to banking, accounting, and other software applications [11].

Vehicle Door and Access Control Systems

Increasing numbers of electronic automobile systems are incorporating biometric doors based on fingerprint technologies, enabling drivers to restrict, control, and track usage of their vehicles.

Access Control to Physical Facilities

Fingerprint biometrics are used to regulate access to and within secure environments [12], including airports, hospitals, stadiums, educational institutions [13], and shopping malls.

Verification for Civic Services

Biometric systems are used to control access to citizens’ benefits, including population demographics and patient verification, to prevent impersonation of health care beneficiaries by scammers [14].

Automatic Teller Machine Login Security

Many automatic teller machines (ATMs) and point-of-sale vendor systems contain embedded fingerprint biometric login functionalities to improve the security of web-based financial and banking transactions.

Immigration and Embassy Verification Systems

A biometric ePassport [15] contains the passport holder’s fingerprint records in line with the United Nations International Civil Aviation Organization (ICAO) 9303 [16] standard for machine-readable travel documents (MRTDs). Embassies and High Commissions also use automated fingerprint systems to capture, store, and exchange profiles for visa verification at border areas.

Crime Investigation

Law enforcement agencies use automated fingerprint identification systems (AFISs) to manage fingerprint databases for crime investigation.

Figure 1 shows illustrations of the various applications of fingerprint biometric systems in commerce, industry, business, and government.

Overview of Fingerprint Scanners as a Potential Source of Harmful Microbial Transmission

Background and Concerns

Due to their simplicity, ease of use, and cost-effectiveness, the commercial applications of fingerprint systems for identity verification have become widespread. Although the popularity
of these systems suggests a high level of industrial endorsement and user acceptance, their frequent use under various environmental conditions also raises serious concerns regarding their hygienic safety [17] and risks of disease exposure.

A biometric scanner is the component of the biometric system that retrieves the electrical equivalent of the biometric sample for unique measurement. Physical contact is part of the normal operational routine of most biometric scanners. In the case of a fingerprint system, the user is required to touch the surface of the scanner to provide the biometric sample; the thumb must be directly placed in a certain manner for a specified duration to obtain a reliable measurement.

In the process of detecting and acquiring an electrical interpretation of the finger pattern, the structure of the fingertip (composed of ridges, valleys, and furrows) is scanned [18,19]. Directly touching the scanner surface with the thumb can potentially lead to exchange of particles; this can increase the chances of either acquiring or depositing harmful microorganisms, including pathogens that can spread bacterial, fungal, and viral infectious diseases, possibly including the novel COVID-19.

These germs may accumulate as deposits after each successive use, resulting in contamination of the surface of the fingerprint scanner [4]. According to Kramer and Assadian [20], contaminated surfaces can serve as important vectors for cross-transmission after hand contact, and in the case of frequent use, contamination can occur even more rapidly. This is particularly common in medical environments, where contaminated surfaces also play an important role in the transmission of hospital-acquired infections, also known as nosocomial infections [4].

Given their ability to retain microorganisms and germs, contaminated fingerprint scanner surfaces can become secondary reservoirs of infection that can in turn cross-contaminate food or water through hands or objects that come in contact with them [21].

Possible Disease Spread via Pathogenic Deposits on Fingerprint Scanner Surfaces
Microorganisms, including pathogens [22], can potentially be transmitted from animate sources to inanimate environmental sources through disease-carrying objects (fomites) or materials. As a result, pathogens can propagate among humans from touching communal surfaces in public places [3], including fingerprint scanner surfaces, where they can trigger the spread of infectious diseases. Contracting infectious diseases through fingerprint scanners is classified as an indirect means of transmission.

Depending on the infectious microorganism in question, and provided that the media or aerosol droplets remain alive on the surface, some pathogens can survive for only few seconds or minutes before dying. However, other pathogens can live on surfaces in wait for a potential new host for hours, days, weeks, or even months [23]; therefore, they remain a continuous source of transmission depending on frequency of use and whether regular preventive surface disinfection is performed. For example, studies [6,24] indicate that the novel coronavirus that causes COVID-19, SARS-CoV-2, can remain viable and infectious in aerosols for hours and on surfaces for up to days depending on the environmental temperature, humidity, and inoculum. Particularly, lower environmental temperatures increase the persistence of the COVID-19 pathogen and further prolong its survivability on external surfaces [6].

For these reasons, long-lasting pathogens found in body fluids and carried by fingertips are sources of concern in the administration of fingerprint scanners. Table 1 shows a partial listing of body fluids and secretions that can be deposited on or acquired from fingerprint scanners, alongside some of their commonly associated pathogenic isolates.
The various pathogenic isolates from common body fluids and secretions listed in Table 1 can potentially be retained on surfaces that are frequently touched; this raises major hygienic concerns, including possible transmission of respiratory viruses [106]. However, the transmissibility of these pathogens through contaminated biometric fingerprint surfaces needs to be specifically determined.

**Sources of Fingerprint Scanner Surface Contamination**

Essentially, persons who are nasal carriers of *Staphylococcus aureus*, whose hands are soiled with raw poultry, pork, beef, and other meats contaminated with *Salmonella, Campylobacter jejuni, Yersinia enterocolitica, Clostridium perfringens, S aureus, Escherichia coli*, etc.

It should be noted, however, that the pathogenicity of any disease-causing microbe will depend not only on its transmissibility from a host (human user of the fingerprint device) to the reservoir (fingerprint device) and to a fresh host (another user of the device) but also on its survivability in the new host, its ability to breach the host’s immune system (infectivity), and its capacity to harm the host (virulence) [56].

**Factors That Influence Infectious Disease Transmission via Direct Contact With Fingerprint Scanner Surfaces**

**Frequency of Use and Location of the Device**

By virtue of their function, fingerprint scanners constitute frequently touched surfaces and are used by a large number of people on a continuous basis. The greater the number of people
who use a scanner, the higher the risk of contamination. The location of the devices also significantly affects the likelihood of contamination and disease transmission; for example, surfaces in hospital settings and microbiology or biomedical laboratories are more likely to be contaminated because of their proximity to patients and their body secretions [19] or samples [20], with a high probability of nosocomial infections.

**Personal Hygiene of Users**

Kramer and Assadian [20] showed that a single hand contact with a contaminated surface can result in different levels of potential microbe transfer from the surface to the hand. The risks of this cross-contamination of hands were shown to be higher with *E coli*, *Salmonella* species, *S aureus* (all 100%), *C albicans* (90%), rhinovirus (61%), hepatitis A virus (22% to 33%), and rotavirus (16%).

In addition to transmission through food or water, certain microbes spread through direct inoculation into the respiratory tract from contaminated hands. For example, influenza A [110] viruses, in addition to transmission through aerosol, are believed to spread between humans through contact and large respiratory droplets; these droplets can settle on the ground or other environmental surfaces within 1 to 2 meters [111], including nearby fingerprint biometric surfaces.

**Pathogenic Potential of the Microorganism and Level of Infective Inoculum**

The ability to contract disease from cross-contamination of food or water from the use of a contaminated biometric fingerprint scanner will depend on several factors, including the pathogenic potential or virulence of the microorganism [108]. This potential varies between microorganisms and is directly proportional to the size of the infective inoculum irrespective of whether this inoculum is a preformed toxin, such as in botulism and staphylococcal food poisoning, or requires direct microbial inoculation, such as *Salmonella* serovar Typhi or hepatitis A. Similarly, the immunity of the individual host plays an important role in the eventual development of the disease.

**Extent of Microbial Survival on Environmental Surfaces**

Several complex factors influence the survivability of microorganisms on environmental surfaces [20]; the longer the organisms persist on a surface, the longer the contaminated surface can remain a reservoir and a source of transmission to individuals who come in contact with the surfaces.

While the literature is limited on this topic, available studies have shown varying results. However, many bacteria, fungi, and viruses can persist for durations of hours to days and months on environmental surfaces depending on certain environmental conditions, including but not limited to temperature, humidity, and biofilm formation.

Notably, fungi can persist for a few days; other spore-forming organisms can persist for longer periods due to the thermotolerant properties of the spores [20]. It is currently uncertain how long SARS-CoV-2 survives on surfaces; however, preliminary studies [6,23,24,112,113] suggest that this novel coronavirus may survive on surfaces for periods ranging from a few hours to several days, weeks, or longer.

**Relative Humidity, Temperature, and Biofilm Formation**

Although the amount of moisture on users’ fingers has an impact on overall biometric performance [114], the effects of humidity on the survival of microorganisms on environmental surfaces such as fingerprint scanners vary greatly between different classes of microorganisms and are significantly influenced by the presence of a cell wall or protective membrane.

While viruses with lipid envelopes, such as influenza virus or coronaviruses, tend to survive longer in low relative humidity (20% to 30%), some viruses survive longer in moist surfaces with higher relative humidity (70% to 90%). This is also true for different types of bacteria, such as gram-positive bacteria (e.g., *Staphylococcus* species), which survive better at low humidity than gram-negative bacteria such as *E coli*. However, in some cases, the results inexplicably conflict, including the variability in fingerprint performance [115] with temperature and humidity [116].

Higher temperatures affect the integrity of viral proteins and enzymes as well as viral genomes (DNA or RNA) and will reduce the survival of viruses on surfaces.

Biofilms are a collection of two or more types of microorganisms (bacteria, fungi, and protists) that can grow on many different external surfaces, including on glass or plastic fingerprint scanner materials. A biofilm is an enclosure of microbial cells in environmental surfaces composed of an extracellular polymeric substance that protects the microorganisms from environmental influences [109] and can potentially prolong their survival, enabling them to live longer as contaminants on fingerprint scanner surfaces.

**Intrinsic Properties of Surfaces**

The physiochemical properties of surfaces define the rate and extent of attachment and the retention of microorganisms to form biofilms. Flagellate motile organisms attach to surfaces more readily than nonmotile organisms. According to Donlan [109], microbes attach more frequently to hydrophobic, nonpolar surfaces such as plastics than to hydrophilic materials such as glass and metals. In another study [117], surfaces lacking pores, such as plastics, were found to allow microorganisms to remain on the surface, thereby facilitating cross-contamination. Microorganisms entrapped in pores are more subject to lysis, particularly in the absence of water and nutrients.

Meanwhile, the upper surface of a fingerprint scanner is composed of a very small piece of plain glass or transparent plastic material that is used to capture the electrical equivalent of the finger pattern. The act of touching leaves an impression of the person’s finger on the scanner surface, which the system interprets as an electrical representation of the user’s unique finger pattern. It is a theoretical possibility that in the touch-dependent capture process, the scanner surface can also retain surviving microorganisms or germs (e.g., bacteria, viruses, fungi, and protozoa) that can potentially contaminate the surface.
with disease-causing pathogens that are transmissible from person to person through direct contact and serial use.

**Other Influential Factors**

Other subtle factors that favor transfer of microorganisms across fingerprint biometric system users are the large skin-surface contact of flat fingers, type of fingerprint-capturing device, nonporous contact surface, large overlap of users’ contact areas on the surface, short turnaround time between successive users, and high contact pressure on the surface [106].

**Recommendations**

**Universal Hygiene Measures**

Universal hygiene measures are highly necessary to control disease transmission through fingerprint devices. These measures should be adopted by the facilities in which these scanners are used, particularly those in high-touch areas and in areas with close proximity to infectious patients, such as hospital settings and microbiology and biomedical laboratories. The adopted hygienic measures should ensure that the fingerprint systems are safely decontaminated for use in all circumstances on a continuous basis without compromising their integrity and biometric functionality.

For instance, while the use of gloves would be ideal for preventing contamination of a fingerprint device surface or cross-contamination of food and water [19], the glove obliterations the physiological patterns of the natural fingertips, rendering them unreadable and thus completely defeating the operational purpose of unique biometric identification. The use of gloves is therefore not a suitable means of controlling disease transmission by fingerprint systems.

Furthermore, some fingerprint biometric systems are capable of liveness detection [115,118-120], which is the ability to verify that the finger presented to the scanner is a natural, live human finger possessing all the attributes of vitality, including the presence of normal human temperature, normal pulse beat rate, and natural blood flow. With these systems, the use of gloves could operationally return a “fake finger detected” result due to the inanimate nature of the glove.

In keeping with global cybersecurity standards, measure of liveness (ie, liveness detection) is a means to verify that the finger presented by a user is not a dummy [115], fake, cloned from a molded artefact, or cut from a corpse/cadaver. In a biometric spoofing attack [119,121], an impostor masquerades as an authentic user by replicating a legitimate user’s biometrics (eg, with a counterfeit finger); therefore, the system could likely interpret the wearing of gloves as a typical biometric spoofing attack.

Table 2 indicates liveness parameters that can be measured on a fingerprint biometric system and demonstrates why the use of gloves to prevent infectious diseases can have a negative impact on the cybersecurity performance and overall accuracy of the fingerprint system and is thus discouraged.

**Clean the Scanner Surface Regularly**

The surface of a fingerprint biometric device should be regularly decontaminated with disinfectants. The scanner surface should be cleaned after each use, either by designating a human assistant to manually disinfect it on a regular basis using a recommended cleaning agent with a damp nonabrasive cloth or a paper towel or by compelling each user to clean the scanner after use with a damp wipe soaked with an approved cleaning agent such as those contained in the US Environmental Protection Agency (EPA) [122] list of products for use against emerging viral pathogens.

### Table 2. Effects of glove use for minimizing fingerprint contamination on the pattern obtained by a fingerprint biometric system.

<table>
<thead>
<tr>
<th>Measurable liveness parameter</th>
<th>Biometric pattern</th>
<th>With hand in glove</th>
</tr>
</thead>
<tbody>
<tr>
<td>Texture</td>
<td>Natural human body tissue</td>
<td>Latex or rubber</td>
</tr>
<tr>
<td>Temperature</td>
<td>37±0.5 °C (human range)</td>
<td>Inconsistent</td>
</tr>
<tr>
<td>Pulse</td>
<td>60 to 100 beats per minute (human rate)</td>
<td>None</td>
</tr>
<tr>
<td>Pattern</td>
<td>Human finger ridges, valleys, and furrows [19,115]</td>
<td>Smooth</td>
</tr>
<tr>
<td>Blood flow</td>
<td>Evidence of natural human blood flow</td>
<td>None</td>
</tr>
</tbody>
</table>

Table 2 shows that on the basis of biometric functionality, a finger in a glove could be misinterpreted as a fake or spoofed finger; therefore, wearing gloves is completely unsuitable because it prevents the system from accurately detecting the biometric parameters of the real finger required for unique human identity verification and identification.

In environments of heavy use, an automated spray and wipe mechanism can be set up to automatically scrub and disinfect the scanner surface between successive uses. Any combination of these measures will leave a safe fingerprint surface for subsequent users. Automating the postuse sanitization of fingerprint scanner surface may require additional investment, which will increase the total cost of biometric deployment and maintenance.

**Use Alcohol-Based Cleaning Fluid**

Alcohol-based cleaning agents should be used to enable rapid drying of the scanner surface through evaporation, as a wet scanner surface will introduce numerous errors. These errors include false negatives, where legitimate persons are wrongly denied access, and false positives, where unauthorized users are granted access. Both false negatives and false positives have cybersecurity implications in the management of fingerprint biometric systems in addition to user apathy, and they should be avoided. Furthermore, wet surfaces can encourage the growth
of pathogens and increase their survival on the device; thus, they should be avoided.

The recommendation of alcohol-based sanitizers is occasioned by the wide range of germ-killing efficacy of these sanitizers as well as their rapid evaporation without leaving wet surfaces, which can impact the biometric performance of the scanners and lead to operational failures.

Use Noncorrosive Cleaning Fluid
When choosing a suitable cleaning fluid for scanners, harsh products containing high levels of acidic constituents should be avoided. These products can corrode the scanner surface and alter its sensitivity, negatively impacting the biometric performance of the system with inaccurate readings including high probabilities of false positives (false acceptance) and false negatives (false rejection) [14,123].

The use of a highly corrosive cleansing agent (liquid, gel, or powder) is discouraged as a cleanser for the fingerprint scanner surface because the corrosive nature of the agent could damage the surface structure of the scanner, resulting in a decrease of its ability to function as a biometric device for validating users.

<table>
<thead>
<tr>
<th>Surface type [124]</th>
<th>Composition</th>
<th>Recommended cleaners [122]</th>
<th>Justification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonporous</td>
<td>Glass, marble, metal, and plastic</td>
<td>Fiberlock IAQ 2500, CA-MRSA disinfectant spray, Clorox commercial solution hydrogen peroxide cleaner disinfectant</td>
<td>Contains noncorrosive chlorine, which does not alter the biometric functionality of the fingerprint scanner surface.</td>
</tr>
<tr>
<td>Porous</td>
<td>Fabric, unfinished wood, and paper</td>
<td>Clorox broad spectrum quaternary disinfectant cleaner, germicidal cleaner and disinfectant, detergent disinfectant pump spray</td>
<td>Antibacterial quaternary ammonium compounds with no harsh phenolics. Suitable for absorbent surfaces.</td>
</tr>
<tr>
<td>Textured</td>
<td>Rough, hard coating</td>
<td>Solucide hard surface disinfectant spray, Opti-Cide3 surface wipes, peroxide multisurface cleaner and disinfectant</td>
<td>The hydrogen peroxide constituent is very effective against fungi, viruses, bacteria, and other germs on rough and cracked surfaces.</td>
</tr>
</tbody>
</table>

Adjust the Scanner Sensitivity
The sensitivity of a biometric scanner determines how easily it can extract a fingerprint image or template from a user. A highly sensitive scanner has a tendency to reject user attempts, while a less sensitive scanner can be too porous; hence, a balance is necessary. The sensitivity of the fingerprint scanner should be adjusted to a level that minimizes the duration of contact required to read the fingerprint sample and reduces the likelihood of germ transmission.

Deploy Multifactor Authentication
A multifactor authentication system includes an additional means of verification, such as a password or token. This system is beneficial to prevent overreliance on single-factor fingerprint authentication, which can be relaxed in emergency health situations such as the COVID-19 pandemic when the risk of propagating infectious diseases is high. By adding a second or third factor of authentication, an alternative system can be proactively prepared to switch modes in accordance with the demands of the moment.

Enforce Finger Hygiene and Hand Sanitization Culture Through Education
It is essential to educate users on handwashing, cleaning of fingernails, and strict hygienic behaviors as well as the dangers of using a fingerprint scanning device with exposed skin and after contact with mouth, nose, or eye infections and uncovered wounds. This can prevent contamination of the scanner and avert cross-contamination of food or water [18,21,22,117].

Users should be compelled through frequent sensitization to use an antimicrobial substance that is effective in killing microorganisms or stopping their growth, such as alcohol-based hand sanitizers applied on the palm and thumbs before and after each use of the fingerprint device.

The EPA has provided a recommended list of approved tier 1 products [122] for cleaning touch devices and open surfaces. The products are in compliance with the EPA’s Emerging Viral Pathogen Guidance for Antimicrobial Pesticides. Table 3 shows a partial listing of EPA-recommended cleaners for emerging enveloped viral pathogens, including SARS-CoV-2, which can be used for each type of finger scanner surface.

<table>
<thead>
<tr>
<th>Surface type</th>
<th>Composition</th>
<th>Recommended cleaners</th>
<th>Justification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Porous</td>
<td>Fabric, unfinished wood, and paper</td>
<td>Clorox broad spectrum quaternary disinfectant cleaner, germicidal cleaner and disinfectant, detergent disinfectant pump spray</td>
<td>Antibacterial quaternary ammonium compounds with no harsh phenolics. Suitable for absorbent surfaces.</td>
</tr>
</tbody>
</table>

Use Noncorrosive Cleaning Fluid
When choosing a suitable cleaning fluid for scanners, harsh products containing high levels of acidic constituents should be avoided. These products can corrode the scanner surface and alter its sensitivity, negatively impacting the biometric performance of the system with inaccurate readings including high probabilities of false positives (false acceptance) and false negatives (false rejection) [14,123].

The use of a highly corrosive cleansing agent (liquid, gel, or powder) is discouraged as a cleanser for the fingerprint scanner surface because the corrosive nature of the agent could damage the surface structure of the scanner, resulting in a decrease of its ability to function as a biometric device for validating users.

<table>
<thead>
<tr>
<th>Surface type</th>
<th>Composition</th>
<th>Recommended cleaners</th>
<th>Justification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonporous</td>
<td>Glass, marble, metal, and plastic</td>
<td>Fiberlock IAQ 2500, CA-MRSA disinfectant spray, Clorox commercial solution hydrogen peroxide cleaner disinfectant</td>
<td>Contains noncorrosive chlorine, which does not alter the biometric functionality of the fingerprint scanner surface.</td>
</tr>
<tr>
<td>Porous</td>
<td>Fabric, unfinished wood, and paper</td>
<td>Clorox broad spectrum quaternary disinfectant cleaner, germicidal cleaner and disinfectant, detergent disinfectant pump spray</td>
<td>Antibacterial quaternary ammonium compounds with no harsh phenolics. Suitable for absorbent surfaces.</td>
</tr>
<tr>
<td>Textured</td>
<td>Rough, hard coating</td>
<td>Solucide hard surface disinfectant spray, Opti-Cide3 surface wipes, peroxide multisurface cleaner and disinfectant</td>
<td>The hydrogen peroxide constituent is very effective against fungi, viruses, bacteria, and other germs on rough and cracked surfaces.</td>
</tr>
</tbody>
</table>

Use Contactless Biometric Technologies
Although many biometric systems require physical contact with the scanner to obtain the user’s biometric image, research on completely contactless fingerprint scanners is ongoing at different stages among technology vendors. Contactless identification of fingerprints has gained considerable attention [125] for a number of reasons, including limiting the transmission and spread of touch-dependent infectious diseases.
While the prospects are high for fingerprint systems that can acquire biometric samples without compelling the user to touch the scanner surface, studies [17,126,127] have shown that the achievement of a highly accurate contactless fingerprint recognition system is challenged by possible delays and recognition errors. Research in this area is advancing, and some prototypes may soon be commercially available; therefore, contactless fingerprint biometric systems will hopefully address hygiene concerns by eliminating contamination from frequent direct touching.

Shifting to contactless biometric systems such as iris recognition appears to be an alternative approach. Despite cost considerations, iris recognition is a faster and more accurate biometric modality than fingerprint recognition. Iris cameras are technologically advanced and are suitable for use in health care, laboratory and medical research facilities, and other environments where poor hygiene exposes users to significant health risks. Iris recognition alternatives are also used in airports and military bases, where fast and reliable human identification is both an operational requirement and a security imperative. Other contactless options include vascular biometrics (finger vein and palm vein), voice biometrics, and gait recognition.

**Limitations and Further Research**

**Potential Setbacks of Incorporating Automatic Sanitization in Fingerprint Systems**

Incorporating the autosanitizer framework proposed in this work into pre-existing fingerprint biometric systems may be difficult to achieve. Future research and development efforts could include investigating ways to integrate automatic sanitization directly into the design of new fingerprint recognition systems in a vendor-neutral manner to ensure interoperability without impacting performance and convenience.

**Extensive Study on Transmissibility of Isolated Pathogens**

The list of microbial isolates that can be found in common body fluids and secretions as considered in this work appears to be nonexhaustive because of the limited literature and research associating the identified pathogens with known infectious diseases that can be transmitted via fingerprint scanners. This creates a window of opportunity for focused research to investigate pathogenic linkages with infectious disease, including COVID-19. Research in this area is currently scarce but is certainly expedient and in high demand.

It is likely that a study in which each pathogenic isolate is matched to a corresponding infectious disease condition will become increasingly complex, with conflicting overlaps. This could lead to a shift of focus from fingerprint scanner surface contamination to disease mapping; this could be addressed by applying a phased research methodology in which each pathogen or group of microbial isolates is studied in isolation to facilitate research data interpretation.

**Conclusion**

**Principal Findings**

Physical contact has been proven to be the most common source of surface contamination, depositing harmful microbial pathogens that can be directly inoculated into the respiratory tract of another person or cross-contaminate food and water, triggering infectious disease [111]. These disease-causing pathogens vary from bacteria and fungi to viruses, including SARS-CoV-2, the novel pathogen that causes COVID-19. Fingerprint scanners are often repeatedly touched by multiple users, thereby raising serious issues of hygiene as their use exposes the risk of contracting and transmitting harmful diseases [19,128] due to direct finger vs scanner contact while extracting the biometric image [10]. These devices are increasingly hazardous, particularly when used in health, medical, or diagnostic facilities where aerosolized droplets and body secretions of sick patients can be easily deposited on them; thus, they may play an important role in the transmission of hospital-acquired infections [4].

While the physiochemical properties of the device material, the environmental conditions, and the survival ability as well as the virulence of the disease pathogen significantly contribute to the risk of disease transmission, several hygienic measures have been shown to be effective in controlling disease transmission from these surfaces. Other approaches and strategies can also be adopted to control and prevent transmission of infectious disease through use of fingerprint systems; however, these approaches must not interfere with the primary biometric performance of the systems. Poor hand washing after defecation and urination as well as contact with infected body fluids, foods, soil, or surfaces can lead to contamination of fingerprint scanner surfaces, which then serve as vectors of disease-carrying pathogens.
Because there are indications of prolonged longevity of the novel SARS-CoV-2 pathogen on certain external surfaces [6,112,113], there is a theoretical risk of transmitting COVID-19 via contaminated or unhygienic fingerprint surfaces because the pathogen may remain alive on the surfaces. In this paper, we proposed ideas for preventing contamination of fingerprint scanners with germs without compromising their primary biometric performance.

As a way of controlling the spread of COVID-19, this paper proposes the adoption of a defense-in-depth approach to managing fingerprint scanner cleanliness to reduce the propensity of these scanners to harbor pathogens that could lead to disease transmission. This approach involves the simultaneous application of recommended measures, all of which aim to make fingerprint systems more hygienic and safer to use while retaining their optimal functions as a biometric verification technique. Beyond the present COVID-19 pandemic, a defense-in-depth approach to managing fingerprint cleanliness will improve overall biometric acceptability and minimize user apathy related hygiene.

Acknowledgments
The logistic support of the management of the NHIS, the Federal Capital Territory Administration (FCTA), and the ECWA Comprehensive Medical Centre, all in Abuja, are appreciated. The authors value the immense input from the NHIS Department of Information and Communications Technology. The conclusions and views expressed in this paper are those of the authors and do not necessarily represent the official positions of the NHIS, the FCTA, or the ECWA Comprehensive Medical Centre. Names of specific vendors, manufacturers, or products, wherever expressly mentioned or implied, are for public health educational and informational purposes only; implicit or expressed inclusion does not suggest endorsement of the vendors, manufacturers, or products by the NHIS, FCTA, or ECWA Comprehensive Medical Centre.

Conflicts of Interest
None declared.

References


Abbreviations

- ATM: automatic teller machine
- ECWA: Evangelical Church Winning All
- eHealth: electronic health
- EPA: Environmental Protection Agency
- FCT: Federal Capital Territory
- FCTA: Federal Capital Territory Administration
- ICT: Information and Communications Technology
- ISO: International Organization for Standardization
- NHIS: National Health Insurance Scheme
- NMC: National Mirror Committee
- TC: Technical Committee

http://biomedeng.jmir.org/2020/1/e19623/
Heart Rate and Oxygen Saturation Monitoring With a New Wearable Wireless Device in the Intensive Care Unit: Pilot Comparison Trial

Srinivasan Murali1*, PhD; Francisco Rincon1*, PhD; Tiziano Cassina2, MD; Stephane Cook3*, MD; Jean-Jacques Goy3, MD

1SmartCardia, Lausanne, Switzerland
2Cardiocentro, Lugano, Switzerland
3University Hospital Fribourg, Fribourg, Switzerland
*these authors contributed equally

Corresponding Author:
Jean-Jacques Goy, MD
University Hospital Fribourg
Rue des Pensionnats 5-7
Fribourg, Switzerland
Phone: 41 792136465
Email: jjgoy@govman.com

Abstract

Background: Continuous cardiac monitoring with wireless sensors is an attractive option for early detection of arrhythmia and conduction disturbances and the prevention of adverse events leading to patient deterioration. We present a new sensor design (SmartCardia), a wearable wireless biosensor patch, for continuous cardiac and oxygen saturation (SpO\textsubscript{2}) monitoring.

Objective: This study aimed to test the clinical value of a new wireless sensor device (SmartCardia) and its usefulness in monitoring the heart rate (HR) and SpO\textsubscript{2} of patients.

Methods: We performed an observational study and monitored the HR and SpO\textsubscript{2} of patients admitted to the intensive care unit (ICU). We compared the device under test (SmartCardia) with the ICU-grade monitoring system (Dräger-Healthcare). We defined optimal correlation between the gold standard and the wireless system as <10% difference for HR and <4% difference for SpO\textsubscript{2}.

Data loss and discrepancy between the two systems were critically analyzed.

Results: A total of 58 ICU patients (42 men and 16 women), with a mean age of 71 years (SD 11), were included in this study. A total of 13.49 (SD 5.53) hours per patient were recorded. This represents a total recorded period of 782.3 hours. The mean difference between the HR detected by the SmartCardia patch and the ICU monitor was 5.87 (SD 16.01) beats per minute (bias= –5.66, SD 16.09). For SpO\textsubscript{2}, the average difference was 3.54% (SD 3.86; bias=2.9, SD 4.36) for interpretable values. SmartCardia’s patch measures SpO\textsubscript{2} only under low-to-no activity conditions and otherwise does not report a value. Data loss and noninterpretable values of SpO\textsubscript{2} represented 26% (SD 24) of total measurements.

Conclusions: The SmartCardia device demonstrated clinically acceptable accuracy for HR and SpO\textsubscript{2} monitoring in ICU patients.
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Introduction

Electrocardiogram (ECG) monitoring in hospital units and intensive care units (ICU) has been performed for 50 years [1]. The goals of monitoring have changed over time, from simple tracking of heart rate (HR) and basic rhythm to the diagnosis of complex arrhythmias, detection of myocardial ischemia, identification of prolonged QT interval, or modifications of the QRS complex. Continuous ECG monitoring assists physicians in the evaluation of patients. Vital signs are usually measured...
and documented by nurses. The frequency of measurements is increased when necessary, and, in the event of aberrant signs, the physician is informed and nurses manually check patient vital signs, sometimes with poor compliance [2,3]. This practice has several potential weaknesses. The frequency of monitoring by nurses is low, and relevant changes in vital signs may remain undetected, especially when they are subtle or within the normal range. These could lead to adverse events or complications [4].

Over time, major improvements have been made in cardiac monitoring systems, including computerized arrhythmia detection algorithms, ST segment/ischemia monitoring software, improved noise reduction strategies, multileads monitoring, reduced lead sets for monitoring-derived 12-lead ECG, wireless transmission of information and centralized data collection, all with a minimal number of electrodes [5,6]. With the introduction of wireless sensors that allow wireless continuous monitoring, an improvement in patient safety can be achieved [7]. Recently, the accuracy of wireless systems with different sensing principles was validated [8] in high-risk patients. Some of these devices are Food and Drug Administration (FDA)- or Conformité Européene (CE)-approved. It is hoped that these wireless systems can keep the alarm range as low as possible to reduce alarm fatigue that may otherwise result in alarm desensitization. New systems should be able to identify changes in patients’ values when an adverse event develops. However, no system presently meets all these criteria. Wireless devices improve continuous monitoring and outcomes in hospital wards, as demonstrated recently [8-10]. Wireless systems now provide HR monitoring and oxygen saturation (SpO₂) measurements. HR monitoring is obtained with adhesive patches. In some instances, these systems can detect arrhythmias at better rates than Holter monitoring. Ventilatory frequency and SpO₂ measurements are of crucial importance in patient monitoring on hospital wards. Clinical deterioration of patients with hypoxemia and hypotension can be missed with typical ward monitoring, which is performed every 2-6 hours. In recent studies, routine checking of vital signs every 4 hours missed 90% of patients with at least 15 minutes of SpO₂ <90% [11].

Ventilatory frequency can also be derived from wireless pulse oximeters and chest patch systems that sense respiratory variation in R-wave amplitude and RR intervals. We designed a pilot trial to assess the safety and validity of an innovative wireless device, SmartCardia, in monitoring patients hospitalized in the ICU.

### Methods

#### Study Design

This is a descriptive trial analysis of vital signs during hospitalization in a subset of patients, most of whom were being treated for cardiovascular disease. ICU patients at the Cardiocentro Ticino Hospital (Lugano, Ticino, Switzerland) were included in the trial. They were monitored with a medically approved existing monitoring system designated as the gold standard system (Dräger-Healthcare). In addition, the innovative wireless equipment (SmartCardia) was used to record ECG and SpO₂ for the duration of the patient’s stay in the ICU. The study was designed as a pilot trial. We chose patients in the ICU because they are monitored 24 hours a day, making comparison with our device easier. This study is a first step prior to testing the device as a telemetry system or for 24-hour outpatient monitoring. Although the device was designed to detect arrhythmia, this feature was not tested in this trial. We deliberately decided to first confirm a high level of reliability and therefore focused on HR and SpO₂ in this study. This corresponds to a validation of the device for HR and SpO₂ monitoring. The next step will be to test the device as an ambulatory or telemetry monitoring device.

#### Study Population

Patients scheduled for major surgery or hospitalized in the ICU with an indication for cardiac and respiratory monitoring were asked to participate. Patients with an implantable cardiac device as well as those allergic to adhesive or with thorax skin irritation were excluded.

The inclusion criteria were as follows:

1. Patients with cardiovascular disease admitted to Cardiocentro’s ICU, and aged 16 years and above
2. Patients who voluntarily signed informed consent forms
3. Postsurgery patients with stable hemodynamic condition
4. Postmyocardial infarction patients with stable hemodynamic condition
5. ICU patients who need continuous monitoring of vital signs for at least 12h. The patients were not consecutive patients, and they were fully immobilized in their bed.

#### Informed Consent and Data Collection

This protocol was approved by the local ethics committee, and written informed consent of all patients was obtained. Data were collected anonymously and transferred to SmartCardia for a blinded analysis.

#### System Description

The system is a wireless patch with a low-cost disposable component and a rechargeable/reusable electronic unit (dimensions 65 mm × 125 mm; Figure 1). The patch measures a single-lead ECG, HR, HR variability, respiration rate, oxygen saturation, skin temperature, posture, activity, and blood pressure variations. The data are transmitted by Bluetooth to a mobile phone or router. The measured signals and parameters are also stored on the device. The device is placed on the left upper portion of the patient’s chest (Figure 2). The patch-based device offers up to 7-day data storage and 3.5-day real-time connectivity through a smartphone connected to cloud storage on a single battery charge. The ability to receive, store, and interpret a broad range of parameters offers the opportunity to go far beyond monitoring individual parameters. In this study, the ECG-based HR and SpO₂ measurements taken by the SmartCardia device were compared with the measurements obtained by the standard monitoring system used in the ICU.
Figure 1. The appearance and dimensions of the SmartCardia wireless device.

Figure 2. Device on the chest of the patient.

Safety
The materials and the patches that have skin contact meet the ISO 10993 guidelines, specifically the criteria for skin irritation, skin sensitization, and in vitro cytotoxicity.

Figure 3. Typical trace recorded with the SmartCardia device.

Two SmartCardia patches were attached to the chest and the left arm, respectively, of the patient (Figure 2). A high-quality ECG signal is recorded with the chest device (Figure 3), while the arm device records the best oxygen saturation signal.
Endpoints
The endpoints of this pilot trial were the following: safety of the wireless device, tolerance of the device, correlation of HR measurements obtained by the wireless device and the conventional monitoring device, and correlation of SpO\textsubscript{2} measurements obtained by the wireless device and the conventional monitoring device.

Statistics
Sample size could not be calculated, as no power calculations exist in the literature. Data pairs of HR and SpO\textsubscript{2} measurements were analyzed with the Bland and Altman method, as suggested by Breteler et al [7,12]. This method was used to account for within-subject variations by correcting the differences between the average differences. Bias between the reference monitor and the sensor, with its 95% limits, was determined for both HR and SpO\textsubscript{2}. The correlation between the two systems was considered optimal when the mean HR differed by <5 beats per minute or <10% and when SpO\textsubscript{2} variations were <4%.

The Clarke Error Grid was used to determine the clinical accuracy of the wireless sensor compared with the reference standard [11]. Performance was analyzed by the percentage of data that was lost or noninterpretable.

Results
During the study period (May 17, 2017, to March 31, 2018), 58 patients (42 men and 16 women), with a mean age of 71 (SD 11) years, were included in this prospective pilot trial (Table 1). Patients mainly had heart problems and were hospitalized in the ICU after cardiac surgery (n=39, 67%), transaortic valvular implantation (n=14, 24%), acute coronary syndrome (ACS, n=3, 5%), aggravation of chronic obstructive pulmonary disease (COPD, n=1, 2%), and out of hospital cardiac arrest (n=1, 2%). The recording could be achieved in all patients. No patients reported side effects (such as skin rash) from the SmartCardia device. There was no disconnection of the device or interruption of the recording due to poor skin contact.

Total monitoring time is displayed in Table 2 and was 782 h 17 min (mean 809 min/patient, SD 332) for the chest device and 794 h 22 min for the arm device (mean 822 min/patient, SD 322).

The correlation rate for the ECG signal between the two systems was 97.6% for the total recorded values (Figure 4). In 10 patients (17%), correlation between the two systems was <95% (Figure 5).

Table 3 shows the bias and precision (95% agreement) between HR and SpO\textsubscript{2} measurements, respectively, by the wireless device and the gold standard. The 95% limit of agreement was calculated with the Bland-Altman method (HR: Figure 6; SpO\textsubscript{2}: Figure 7).

The causes for instances of low correlation between the two systems included (1) failure of the gold standard in 2 cases (disconnection of one cable); (2) failure of the SmartCardia device due to poor skin contact or bad positioning in 4 patients (solved by reapplication or repositioning); (3) over-detection of the T wave as a QRS complex, inducing double count in 2 patients (Figures 8 and 9); and (4) technical failure of the SmartCardia device in 2 patients (memory corruption in one case and a casing mechanical issue in the other).

The mean exact correlation rate for SpO\textsubscript{2} measurement (<4% difference) was obtained in 44/58 patients (75%; Table 2). A correlation between 5% and 6% of exact correlation was obtained in 4 patients (7%). Finally, in 10 patients (18%), the correlation rate was considered low (>6% of error) and the largest difference was 14%.

The Clarke Error Grid analysis was used to quantify the clinical accuracy of the HR and SpO\textsubscript{2} measurements obtained by the wireless system. This information is shown in Table 4 and plotted in Figures 10 and 11. The percentage of data pairs in regions A to E are shown in Table 4. For HR, 96.2% of the values are in regions A and B. For SpO\textsubscript{2}, 100% of the points are in regions A and B.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Male (n=42)</th>
<th>Female (n=16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>70 (12)</td>
<td>74 (8)</td>
</tr>
<tr>
<td>Trans-aortic valvular implantation, n (%)</td>
<td>10 (24)</td>
<td>4 (25)</td>
</tr>
<tr>
<td>Coronary artery bypass grafting, n (%)</td>
<td>21 (50)</td>
<td>8 (50)</td>
</tr>
<tr>
<td>Open-heart valvular surgery, n (%)</td>
<td>6 (14)</td>
<td>4 (25)</td>
</tr>
<tr>
<td>ST segment elevation myocardial infarction and ischemic heart disease, n (%)</td>
<td>3 (7)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease, n (%)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Cardiac arrest, n (%)</td>
<td>1 (2)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>
Table 2. Recording results and correlation rates.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Heart rate monitoring (n=58)</th>
<th>Oxygen saturation monitoring (n=58)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total monitoring time</td>
<td>782 h 17 min</td>
<td>794 h 22 min</td>
</tr>
<tr>
<td>Monitoring time per patient (min)</td>
<td>822 (SD 332)</td>
<td>809 (SD 332)</td>
</tr>
<tr>
<td>Exact value (&lt;5% error), n (%)</td>
<td>48 (83)</td>
<td>44 (75)</td>
</tr>
<tr>
<td>Values in the 5%–6% error range, n (%)</td>
<td>2 (4)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>Values &gt;6% error, n (%)</td>
<td>8 (14)</td>
<td>10 (18)</td>
</tr>
</tbody>
</table>

Figure 4. Recordings by the two monitoring systems, showing extremely good correlation (blue = SmartCardia recording; black = conventional monitoring).

Figure 5. Example of a trace defined as exact. Some PVB (premature ventricular beats) are correctly detected by the wireless system where the gold standard failed.

Table 3. Bland-Altman analysis of heart rate and oxygen saturation.

<table>
<thead>
<tr>
<th>Parameters measured</th>
<th>Number of measurement pairs</th>
<th>Number of patients</th>
<th>Bias, n (SD)</th>
<th>Average absolute error, n (SD)</th>
<th>Lower 95%</th>
<th>Upper 95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart rate</td>
<td>41283</td>
<td>58</td>
<td>−5.66 (16.09)</td>
<td>5.87 (16.01)</td>
<td>−37.19</td>
<td>25.87</td>
</tr>
<tr>
<td>Oxygen saturation</td>
<td>58970</td>
<td>58</td>
<td>2.9 (4.36)</td>
<td>3.54 (3.86)</td>
<td>−5.65</td>
<td>11.45</td>
</tr>
</tbody>
</table>
Figure 6. Bland-Altman plots of heart rate for the wireless system. Y-axis = difference between Smart-Cardia device and reference.

Figure 7. Bland-Altman plots of oxygen saturation measurements by the wireless system. Y-axis = difference between Smart-Cardia device and reference.

Figure 8. Example of a trace qualified as "non exact". The T wave has been included in the heart rate count, doubling the value to 126 bpm from 63 bpm.
Figure 9. Discrepancy between the two monitoring systems, lasting a few hours, due to double counting by the SmartCardia device (SmartCardia heart rate values were double that of the gold standard). This was due to Q wave detection being counted as a QRS complex.

Table 4. Clarke Error Grid analysis to quantify the clinical accuracy of heart rate and oxygen saturation.

<table>
<thead>
<tr>
<th>Parameters measured</th>
<th>Measurements in region A, n (%)</th>
<th>Measurements in region B, n (%)</th>
<th>Measurements in region C, n (%)</th>
<th>Measurements in region D, n (%)</th>
<th>Measurements in region E, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart rate</td>
<td>38133 (92)</td>
<td>1743 (4.2)</td>
<td>1553 (3.7)</td>
<td>5 (0.1)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Oxygen saturation</td>
<td>58414 (69)</td>
<td>26133 (30.9)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

Figure 10. Clarke Error Grid analysis to quantify the clinical accuracy of heart rate measurements by the Smart Cardia device. Region A contains 92% of recorded values, indicating a high accuracy of measurements. Regions D and E represent regions with unacceptable accuracy and only 0.1% of values were in these regions.
Discussion

Principal Findings

Monitoring is a critical issue in the ICU and intermediate care units during the first days following the intervention. Today, cardiac monitoring is carried out with skin electrodes. The signal is transmitted by wires to a bedside monitor and a central station. In this pilot trial, we tested the ability of a new wireless vital sign sensor to monitor patients. The first generation of wireless sensors was shown to be useful in the detection of abnormalities in vital signs, sometimes preceding adverse events [7-15]. It is well accepted that early detection of arrhythmias is important since they can precede serious complications in patients in the ICU or general ward [14,15]. The quality of the signal is dependent on the physical device connections and good contact between electrodes and the patient’s skin. Monitoring of SpO₂ is usually performed using a system attached to the finger of the patient, with a cable transmission to the central station. Recently, wireless monitoring has been confirmed as a valuable tool to detect adverse events in high-risk patients [4-6]. A recent study showed significant differences between different wireless sensors [8]. For example, the Radius-7 (Masimo) underestimates HR, as it calculates HR from the plethysmographic waveform obtained from the pulse oximeter probe. The EarlySense system may also underestimate HR during periods of arrhythmia, as it derives HR from cardiac ballistic movement associated with the ejection of blood with each heart cycle. During a rapid ventricular rate, some beats will not be long enough to allow for ventricular filling and will therefore not result in a detectable peripheral pulse. SmartCardia’s patch measures and stores ECG data and parameters for up to 7 days on a single charge. A comparison of ECG patches by Sensium and VitalConnect [8] showed that they both have a limited storage capacity of 10 hours or less. Additionally, these patches do not measure SpO₂, while this study demonstrated the feasibility of measuring both SpO₂ and HR with the SmartCardia patch [16,17].

The benefits of patient monitoring with wireless sensors have been shown [18-21]. To be useful for patient management after major surgical interventions, reliable wireless sensors must be connected to a central system with alarm notification. False alerts should be avoided to increase the reliability of the monitoring system.

The new wireless SmartCardia device, tested in this trial, is a combined system allowing monitoring of both HR and SpO₂. The recording system is in a small patch-box that is adhered to the patient’s skin without wires, avoiding undesired problems related to wire disconnection. In addition, it is user-friendly in terms of installation. Transportation of the patient is also facilitated without the need to disconnect and reconnect wires.

This study was mainly designed to validate the sensor accuracy of the SmartCardia system, not to clinically monitor patients in the ICU. Thus, the sample size is rather small, and the number of events was too small to identify specific signs or patterns of adverse events. However, our results do provide insight into the ability of wireless sensors to assist in patient monitoring and early detection of patient deterioration.

In this pilot trial, we showed that the HR data obtained with the SmartCardia device is of good quality as compared with the gold standard monitoring system. We identified that both this new system and the gold standard system can fail. The major problem identified with this first generation of the SmartCardia system is maintaining adequate skin contact. With further technical improvements, this problem has been solved, leading to 100% success in device attachment. We also noted that optimal positioning of the device on the patient’s chest is of crucial importance. In the small number of patients with poor recording quality, the device was not positioned correctly. Better placement of the device allowed significant improvement of the recording. We also noted that in 2 patients, a technical problem of the SmartCardia device was the reason for failure. We identified this problem and improvements were made in the most recent generation of devices.
Limitations
The main limitation of this trial is the relatively small number of patients. In addition, it has only been tested in patients hospitalized in the ICU. Tests in postoperative patients in the ward must be realized.

Conclusion
We demonstrated that a new wireless device provides good quality HR measurements in patients in the ICU. Furthermore, SpO$_2$ monitoring is feasible, although further technical improvements are mandatory. Based on these results, further trials should be performed in an outpatient population to define the place of such devices in daily practice. Finally, it should be compared with conventional Holter monitoring.
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Abstract

Background: Heart rate (HR) and heart rate variability (HRV) measurements are widely used to monitor stress and recovery status in sedentary people and athletes. However, effective HRV monitoring should occur on a daily basis because sparse measurements do not allow for a complete view of the stress-recovery balance. Morning electrocardiography (ECG) measurements with HR straps are time-consuming and arduous to perform every day, and thus compliance with regular measurements is poor. Contact-free, ballistocardiography (BCG)-based Emfit QS is effortless for daily monitoring. However, to the best of our knowledge, there is no study on the accuracy of nocturnal HR and HRV measured via BCG under real-life conditions.

Objective: The aim of this study was to evaluate the accuracy of Emfit QS in measuring nocturnal HR and HRV.

Methods: Healthy participants (n=20) completed nocturnal HR and HRV recordings at home using Emfit QS and an ECG-based reference device (Firstbeat BG2) during sleep. Emfit QS measures BCG by a ferroelectret sensor installed under a bed mattress. HR and the root mean square of successive differences between RR intervals (RMSSD) were determined for 3-minute epochs and the sleep period mean.

Results: A trivial mean bias was observed in the mean HR (mean –0.8 bpm [beats per minute], SD 2.3 bpm, \(P=0.15\)) and Ln (natural logarithm) RMSSD (mean –0.05 ms, SD 0.25 ms, \(P=0.33\)) between Emfit QS and ECG. In addition, very large correlations were found in the mean values of HR (\(r=0.90, P<0.001\)) and Ln RMSSD (\(r=0.89, P<0.001\)) between the devices. A greater amount of erroneous or missing data (\(P<0.001\)) was observed in the Emfit QS measurements (28.3%, SD 14.4%) compared with the reference device (1.1%, SD 2.3%). The results showed that 5.0% of the mean HR and Ln RMSSD values were outside the limits of agreement.

Conclusions: Based on the present results, Emfit QS provides nocturnal HR and HRV data with an acceptable, small mean bias when calculating the mean of the sleep period. Thus, Emfit QS has the potential to be used for the long-term monitoring of nocturnal HR and HRV. However, further research is needed to assess reliability in HR and HRV detection.
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Introduction

Technological development has brought forth numerous apps, gadgets, and high-tech solutions designed to enhance health, fitness, and performance. Based on a survey by the American College of Sports Medicine, wearable technology is the most popular fitness trend of 2019 [1]. Data from everyday life can be easily recorded by wearable solutions. Because of the growing use of wearable technologies, it has become important to determine their validity. However, more than half of the devices currently used to monitor and improve personal health
and sports performance have not been validated through independent research [2].

Over the past several decades, heart rate (HR) has been used to monitor physiological stress and workload during exercise [3]. Recently, heart rate variability (HRV) measurements have been growing in popularity. HRV reflects the activity of cardiac autonomic regulation and can be used in the monitoring of stress and recovery status [4-6]. Traditionally, HR has been determined through the process of electrocardiography (ECG) by measuring the electrical activity of the heart. A 12-lead ECG, with electrodes attached to the body surface, is widely used in medical examinations. Traditional HR monitors allow for real-time measurement, using a chest strap with wireless ECG sensors [3]. Nowadays, HR can also be measured optically by photoplethysmography (PPG) with wearables, such as watches and mobile phones [7,8]. In addition, HR can be determined by ballistocardiography (BCG), which measures ballistic forces on the heart arising from the sudden ejection of blood into the great vessels with each heart beat [9]. It is a long-established, noninvasive technique that uses several types of sensors like pressure sensors, film-type force sensors, microbend fiber optic BCG sensors, electromechanical film transducer sensors, piezoelectric film sensors, polyvinylidene fluoride sensors, strain gauges, and pneumatic and hydraulic sensors [10]. The novel sensor technologies may detect HR and HRV more accurately. In addition, several different algorithms are being used to detect BCG peaks, each with differing detecting abilities [11]. However, previous studies have been conducted under laboratory conditions. Thus, it is necessary to evaluate the validity of BCG measurements under real-life conditions.

Emfit QS is a BCG-based commercial device for monitoring sleep and recovery. An EMFi sensor (6 cm x 55 cm in size) installed under a bed mattress can detect HR, HRV, breathing, and other body movements (Figure 1 [12]). Emfit QS measurement starts automatically shortly after the user goes to bed and stops recording once they have left the bed in the morning. Data are transferred via a Wi-Fi or 3G network to the internet, and the results can be accessed from a smartphone, tablet, or computer shortly after awakening. Thus, it is a contact-free, effortless, and user-friendly method with the capacity to improve user compliance on a daily basis. However, to the best of our knowledge, there is no previously published data on measuring BCG-based nocturnal HR and HRV under real-life conditions. Thus, the aim of this study was to evaluate the accuracy of Emfit QS in measuring HR and HRV during sleep, alongside an ECG-based device as a reference.

Figure 1. Correct placement of the Emfit QS sensor beneath the mattress or mattress topper under the chest area. Source: Emfit Ltd [12].

Methods

Participants

A total of 20 participants were recruited to the study. Women (n=11; mean age 34 yrs, SD 7 yrs; mean height 1.69 m, SD 0.05 m; mean weight 67 kg, SD 10 kg) and men (n=9; mean age 42 yrs, SD 8 yrs; mean height 1.80 m, SD 0.06 m; mean weight 78 kg, SD 3 kg) were healthy (eg, no disease) and nonsmokers, and did not take medication on a regular basis. The participants were fully informed about the study design and the use of measurement devices before signing an informed consent document. The study complies with the standards set by the Ethics Committee of the University of Jyväskylä, Finland.

Data Collection

Nocturnal recordings were taken at home during sleep. Recordings began shortly after participants went to bed and...
stopped once they left their bed in the morning. Before the first recording, Emfit QS’s own proprietary cellular ferroelectret sensor was placed beneath the mattress or mattress topper under chest area (Figure 1). The reference RR interval (RRI) data were recorded with Firstbeat Bodyguard 2 (BG2), an ECG-based recorder with two disposable electrodes and a sampling frequency of 1000 Hz. BG2 and its electrodes were set up on a participant’s body according to instructions in the user manual. The accuracy of BG2 was previously evaluated in laboratory protocol studies by Parak et al [13] and Bogdány et al [14], and in our unpublished study, which showed perfect agreement in the detection of RRIs (r=1.00) during a 30-minute rest period with Custo Cardio 100BT, a 12-channel ECG device (Customed GmbH). The participants recorded the data over 3 consecutive nights, and the last recording was used in the analysis. Before measurements were taken, time synchronization was performed on the devices.

Data Analysis

Emfit QS provides HR, the vagal-related HRV index, and the root mean square of successive differences (RMSSD) in RRIs throughout the sleep period in 3-minute epochs. If heart beat detection is disturbed due to a poor signal or artifacts any time during this period, data are not collected. The RRI data of BG2 were analyzed using the Firstbeat Sports software (Firstbeat Technologies Ltd). RRIs were checked by an artifact detection filter of the Firstbeat Sports software [15] and subsequently excluded all falsely detected, missed, and premature heart beats caused by movement artifacts or any other artifacts of unknown origin. HR and RMSSD values were calculated for each 3-minute epoch throughout the measurement. Averages of the whole night period, which were used in the analysis, were calculated from those 3-minute values. Emfit QS and BG2 data were synchronized according to the time stamp. In addition to HR and RMSSD, the amount of missing data was calculated.

Statistical Analysis

Values are expressed as mean (SD). Averages of the whole night period were calculated from the 3-minute epochs. The Gaussian distribution of the data was assessed with the Shapiro-Wilk goodness-of-fit test. Ln (natural logarithm)-transformation was applied to the RMSSD data in order to meet the assumptions of the parametric statistical analysis. The accuracy of HR and RMSSSD measured by Emfit QS was evaluated by determining the amount of missing data, the mean bias (absolute and percentage), and the root mean square error (RMSE) compared with the reference (BG2). Statistical difference between the measurements of BG2 and Emfit QS was analyzed using a paired Student t test. In addition, the magnitude of the differences was expressed as effect size (ES). The difference was considered trivial when ES≤0.2, small when ES≤0.6, moderate when ES≤1.2, large when ES≤2.0, and very large when ES>2.0. A Pearson product-moment correlation and a Bland–Altman plot were used to analyze agreement between the reference and Emfit QS data. A Spearman rank correlation coefficient was calculated to investigate the correlation between the absolute differences (reference minus Emfit QS) and the average of the devices for HR and Ln RMSSD. In addition to the measures of statistical significance, the following criteria were adopted to interpret the magnitude of the correlation between measurement variables: <0.10 (trivial), 0.11-0.30 (small), 0.31-0.50 (moderate), 0.51-0.70 (large), 0.71-0.90 (very large), and 0.91-1.0 (almost perfect) [16]. Significance was accepted as P<.05. Data were analyzed using SPSS Statistics 25 software (IBM Corp).

Results

No significant differences were found in HR (mean difference -1.7%, SD 4.6%, P=.15) and Ln RMSSD (mean difference -2.0%, SD 6.5%, P=.33) between the measurements by ECG (BG2) and BCG (Emfit QS) (Figure 2 and Table 1). A greater amount of erroneous or missing data (P<.001) was found in the 3-minute values of Ln RMSSD by Emfit QS (mean 28.3%, SD 2.3%). Very large correlations were found in HR and Ln RMSSD between the devices (Figure 3). Bland-Altman plots detailing the differences in the mean HR and Ln RMSSD between the reference and Emfit QS are shown in Figure 4. The Spearman rank correlation coefficient between the absolute differences and the average of the devices was r=0.39 (P=.09) for HR and r=0.53 (P=.02) for Ln RMSSD.

No differences were found in the 3-minute averaged HR values between the recordings of the reference device and Emfit QS (Figure 5). Significant differences in Ln RMSSD were found between the devices at 4 time points: 15 minutes (P=.01), 57 minutes (P=.05), 171 minutes (P=.04), and 450 minutes (P=.03). A very large correlation (r=0.72, P<.001) was found in the 3-minute averaged HR, and a large correlation (r=0.58, P<.001) was found in Ln RMSSD between the reference device and Emfit QS.
Figure 2. (A) Mean nocturnal heart rate (HR) and (B) the natural logarithm of the root mean square of successive differences between RR intervals (Ln RMSSD), measured by electrocardiogram (the reference) and ballistocardiogram (Emfit QS) (n=20). Box plots represent median values (solid line), 50th percentile values (box outline), and minimal and maximal values (whiskers).

Table 1. Comparison between the mean (SD) values of Emfit QS and the reference device.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Bias^a (absolute), mean (SD)</th>
<th>Bias^b (%), mean (SD)</th>
<th>RMSE^b</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>HR^c (bpm)</td>
<td>-0.8 (2.3)</td>
<td>-1.7 (4.6)</td>
<td>2.4</td>
<td>0.16 (trivial)</td>
</tr>
<tr>
<td>Ln RMSSD^d (ms)</td>
<td>-0.05 (0.25)</td>
<td>-2.0 (6.5)</td>
<td>0.25</td>
<td>0.14 (trivial)</td>
</tr>
</tbody>
</table>

^aBias: the difference between the reference and Emfit QS.
^bRMSE: the root mean square error.
^cHR: heart rate.
^dLn RMSSD: natural logarithm of the root mean square of successive differences.

Figure 3. Correlation of the mean (A) heart rate (HR) and (B) the natural logarithm of the root mean square of successive differences (Ln RMSSD) between RR intervals between electrocardiogram (the reference) and ballistocardiogram (Emfit QS). The dashed line represents the line of equivalence (r=1.0).
Figure 4. A Bland-Altman plot comparing the reference mean to that of Emfit QS: (A) heart rate (HR) and (B) the natural logarithm of the root mean square of successive differences (Ln RMSSD) between RR intervals.

Figure 5. Nocturnal (A) heart rate (HR) (n=17-20) and (B) the natural logarithm of the root mean square of successive differences (Ln RMSSD) between RR intervals (n=9-19) in 3-minute epochs during sleep between recordings of electrocardiogram (the reference) and ballistocardiogram (Emfit QS). Significant difference between the devices noted (P<.05).
Discussion

Principal Results

To the best of our knowledge, this study is the first to evaluate the accuracy of BCG-based nocturnal HR and HRV measurements under real-life conditions. The main finding of this study is that BCG-based Emfit QS showed a trivial mean bias in nocturnal mean HR (1.7%, ES=0.16) and RMSSD (2.0%, ES=0.14) compared with the ECG-based reference device. In addition, the correlation coefficient showed good agreement ($r=0.89-0.90$) between the devices. Terbizan et al [17] suggested a minimum correlation of 0.9 for heart monitors to be clinically reliable. However, it needs to be acknowledged that a high correlation coefficient does not solely represent good agreement in all cases [18].

Comparison With Prior Work

Choe and Cho [19] found an RMSE of 1.8 bpm (beats per minute) for HR measured over a 15-minute rest period by a piezoelectric sensor (BCG) under laboratory conditions. The error was slightly smaller compared with that in our study (2.4 bpm). In addition, Xie et al [20] reported a 0.90 bpm mean absolute error in HR detection by a BCG sensor placed under a chair during 15-minute recordings and a greater correlation ($r=0.98$) compared with the present study. In previous studies, the participants were instructed to avoid movement since muscular activity may cause measurement errors in BCG. In this study, the measurements were carried out at home under real-life conditions. During sleep, movement can have interfering effects on HR and HRV detection, which can explain the slightly higher error and the amount of missing data in the present study.

For valid HRV determination, consecutive heart beats must be detected with a high degree of accuracy. Shin et al [21] observed a 5% relative error and a strong correlation ($r=0.97$) in a time-domain analysis of HRV by BCG and ECG. Wang et al [22] observed perfect correlations ($r=0.99-1.00$) in HRV variables between BCG and ECG. The authors concluded that HRV can be measured reliably with BCG. In this study, the mean bias in RMSSD was smaller (2.0%) than that in the study by Shin et al [21], but the correlation was weaker ($r=0.89$).

The Bland-Altman plots showed that 5% (1/20) of the mean HR and Ln RMSSD values were outside the limits of agreement (LoA). Bland and Altman [23] recommended that 95% of the data points should lie within the mean difference (SD 1.96). Our results showed a proportional error in the mean Ln RMSSD determined by Emfit QS. Based on the Bland-Altman plot, a larger error can be found in smaller and larger Ln RMSSD values; it seems that Emfit QS underestimates Ln RMSSD at high HRV levels and overestimates Ln RMSSD at low HRV levels. The LoA for the mean HR is relatively narrow (SD 4.6 bpm, ~8%). It is important that LoA would be narrower than daily changes in long-term monitoring. Al Haddad et al [24] reported a ~12% day-to-day variation in resting Ln RMSSD. In the present study, the LoA for the mean Ln RMSSD was ~12%. Thus, it can be concluded that it is not greater than the day-to-day variation in Ln RMSSD; the LoA is barely acceptable. Unfortunately, this research did not answer whether the biases are stable in repetitive measurements. Reliability is crucial for long-term monitoring of stress and recovery states; if the bias varies within an individual in repetitive measurements, the true changes in daily HR and HRV cannot be detected, and thus, an accurate interpretation of cardiac autonomic regulation will be compromised. In addition, it is good to standardize sleeping and measurement conditions (eg, bed, mattress) in long-term monitoring for reducing biases.

The 3-minute averaged data showed no differences in HR at any time points during the night and few differences in Ln RMSSD (Figure 5). The differences can be explained by the greater amount of missing data of Emfit QS; it is possible that a 3-minute epoch can include only, for example, 15 seconds of Emfit QS data; yet, the system provides a value for the 3-minute epoch. Comparatively, the reference data could include the entire 3-minute data, which could explain the differences in the 3-minute values. Thus, it seems that HR and HRV values for the entire night are more adequate. The overall view of nocturnal HRV is also more important than a single 3-minute value because HRV fluctuates during sleep according to sleep phases [25,26].

Although the bias and LoA analyses appear promising, future development in the accuracy of HRV measurement is needed to decrease the amount of missing data and incorrect 3-minute values. Because of the relatively large amount of missing data in HRV by Emfit QS compared to the reference data (28% vs 1%), the HRV data do not reflect values of the whole night for every individual. Suliman et al [11] observed large differences (77%-95%) in the ability to detect BCG peaks between different algorithms during a short resting period. Thus, the development of these algorithms may decrease missing data. It could be speculated that individuals with a high amount of missing data could also have more differences between the reference and Emfit QS, but our results showed no correlation between the amount of missing data and the mean bias of the measurements. Furthermore, future studies should clarify reliability over time for measuring HR and HRV by Emfit QS.

Practical Applications

Morning ECG measurements with HR straps are time-consuming and arduous to perform every day, and thus, compliance with regular measurements is poor [27]. Nocturnal HRV is a time-efficient method compared to morning HRV measurements taken at waking [28]. Previous studies have mainly focused on BCG measurements under laboratory conditions. This study showed the potential of Emfit QS to serve as a tool for everyday use at home to measure nocturnal HRV. Contact-free and fully automatic analysis by Emfit QS facilitates effortless daily monitoring of stress and recovery status among athletes. Furthermore, it does not require attaching electrodes on the body surface and thus does not disturb participants’ typical sleep behaviors, which is advantageous over ECG. Based on our results, Emfit QS provides HR and HRV data with an acceptable, small mean bias compared with ECG. However, due to some large errors in detecting HR and HRV in some individuals, it would be best practice to ensure accuracy by comparing initial results from Emfit QS with ECG.
Conclusions
This study evaluated the accuracy of BCG-based Emfit QS for measuring HR and HRV. Our results showed that Emfit QS provides HR and HRV data with an acceptable, small mean bias compared with ECG. Thus, Emfit QS can be a potential tool for the long-term monitoring of HR and HRV. However, further research is needed to evaluate the reliability of HR and HRV detected by Emfit QS.
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- **BCG**: ballistocardiography
- **BG2**: Bodyguard 2
- **bpm**: beats per minute
- **ECG**: electrocardiography
- **ES**: effect size
- **HR**: heart rate
- **HRV**: heart rate variability
- **Ln**: natural logarithm
- **LoA**: limits of agreement
- **PPG**: photoplethysmography
- **RMSE**: root mean square error
- **RMSSD**: root mean square of successive differences
- **RRI**: RR interval
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Abstract

Background: Limited attention has been given to the effectiveness of the platform swing walkway, which is a common way to improve gait pattern through activation of sensory stimuli (visual, auditory, vestibular, and somatosensory).

Objective: The objective of this study was to determine the effect of a platform swing walkway on gait parameters in children with diplegic cerebral palsy (CP).

Methods: A total of 30 children of both sexes (aged 6-8 years) with diplegic CP were enrolled in this study. They were randomly assigned into two groups of equal number: the control group (n=15) and the study group (n=15). The control group received the conventional physical therapy plan, whereas the study group received the same conventional physical therapy program in addition to gait training on a platform swing walkway. Temporal parameters during the gait cycle were collected using gait tracker video analysis, and the Growth Motor Function Measure Scale (GMFM-88) was used to assess standing and walking (Dimensions D and E) before and after the treatment program.

Results: A statistically significant improvement in both groups was noted when comparing the mean values of all measured variables before and after treatment (P≤.05). There were significant differences between the control and study groups with respect to all measured variables, which favored the study group when comparing the posttreatment outcomes (P≤.05).

Conclusions: Results suggest that gait training on platform swing walkways can be included as an alternative therapeutic modality to enhance gait parameters and gross motor function in children with diplegic CP.

Trial Registration: ClinicalTrials.gov NTC04246658; https://clinicaltrials.gov/ct2/show/NTC04246658
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cerebral palsy; platform swing walkway; spastic diplegia

Introduction

Cerebral palsy (CP) occurs as a result of prenatal or postnatal lesion in the developing brain of a fetus or infant, which mainly affects motor activity [1]. Because of the complex relationship between primary and secondary motor symptoms in CP, for example, between spasticity and muscle contracture, the diagnosis of gait impairments varies between patients. As a result of irregular muscle activity or bone loading, secondary impairments can develop over time, such as shortened muscles, which limit the joint range of motion. Both primary and secondary impairments manifest in a pathological pattern of CP gait [2].

In children with spastic diplegia, abnormal muscle tone can lead to medial femoral torsion and compensatory external tibial torsion, which result in in-toeing and crouch gait, thereby
decreasing the stability during walking [3]. This gait disorder decreases the base of support in the stance phase and increases crossing of the legs in the swing phase that increases the risk of falling and leads to functional balance problems [4].

Locomotion arises from intricate dynamic interactions between a central program and feedback mechanisms. This central program relies on a genetically determined spinal circuit capable of generating basic locomotion patterns, as well as neural drive through various descending pathways that can trigger, stop, and/or steer locomotion. Sensory feedback from muscle and skin afferents, as well as other sensory modalities (vision, audition, vestibular), dynamically adapts the locomotion pattern to the requirements of the environment [5].

Researchers have demonstrated that symmetric weight-bearing training on unstable surface improves patients’ performance in activities of daily living, by using, for example, auditory feedback, task-orientation training, and lower extremity elevation method [6]. In particular, unstable surface has been shown to enhance ankle and knee joint stability, lower extremity strength, muscle activation, proprioception, and balance control [7-9]. In addition, unstable surface has been reported to be more effective than other techniques for reducing postural sway while maintaining the standing position [10]. Chaudhuri and Aruin [6] stated that individuals with hemiparesis exposed to platform translations showed improved balance control seen as decreased latency and increased strength of the paretic leg force response.

However, most studies conducted to date have only evaluated the effects of platform swing on balance ability. Little is known about the effects of platform swing on lower extremity function, especially walking performance. Therefore, the purpose of this study was to examine the effects of platform swing walkway on gait parameters and gross motor function in children with diplegic CP.

**Methods**

**Study Design**

This is a randomized, single-blind, controlled clinical trial. Eligible children were recruited from the Faculty Physical Therapy Outpatient Clinic, Cairo University, Badr University in Cairo and Prof Dr Kamal Shoukry pediatric rehabilitation center.

**Participants**

The study recruited 30 children with diplegic CP of both sexes (18 boys and 12 girls). Children were included only if they met the following inclusion criteria: aged between 6 and 8 years, diagnosed with diplegic CP (which was verified with magnetic resonance images collected from medical records), having spasticity of Grade 1 upper limb to 1+ lower limb on the Modified Ashworth Scale (MAS) [11], in Level II or III according to the Gross Motor Function Classification System [12], used the standard orthotic management according to their individual abilities, and were cognitively capable and competent for interpreting and following instructions. Children who had vision or hearing problems, previous surgery of the lower extremities, botulinum injections of the lower limb muscles within the preceding 6 months, and suffering from cardiopulmonary disorders were excluded. Prior to data collection, the study purposes, procedures, and benefits were fully explained to the parents of the participating children. All parents gave informed consent to have their children participate in the study. This randomized controlled study was approved by the Ethical Review Committee of the Faculty of Physical Therapy, Cairo University (Approval no. P.TREC/012/002511).

**Randomization**

A total of 43 children with diplegic CP were recruited for this study; 9 children did not meet the inclusion criteria, and the parents of 4 children refused to give consent. Following the baseline examination, concealed allocation was performed using a computer-generated randomized table of letters created prior to the start of data collection by a researcher not involved in the recruitment or treatment of patients. Individual and sequentially lettered index cards were used to randomly assign participants to the treatment groups. The index cards were folded and placed in sealed, opaque envelopes. A second therapist, blinded to baseline examination findings, opened the envelope and proceeded with treatment according to the group assignment. Each participant received a sealed envelope containing one of the letters A or B. The flowchart of the experimental design is shown in Figure 1.
Data Collection Procedures

All procedures were performed at baseline (pretreatment) and at the end of 3 successive months of treatment (posttreatment) in a warm, lighted, and quiet room.

Gross Motor Functional Measurement

The Growth Motor Function Measure Scale (GMFM) is an observational assessment tool incorporating 88 items (GMFM-88), scored on a 4-point ordinal scale (ranging from 0 to 3) [13]. It is further subdivided into 5 domains: (A) lying and rolling; (B) sitting; (C) crawling and kneeling; (D) standing; and (E) walking, running, and jumping. In this study, only the complete dimensions D and E were assessed before and after the treatment program. We calculated the dimensions (%) as follows: (D) Standing (Total Dimension D/39) × 100 = %; (E) Walking (Total Dimension E/72) × 100 = %.

Gait Tracker Video Analysis

In this analysis, a 2D kinematic analysis of the lower limb sagittal plane was performed using a single video frame. It provides unilateral joint kinematics data of the hip, knee, and ankle in the sagittal plane, along with the estimation of gait events and spatiotemporal parameters. The precision of the spatiotemporal parameters estimation was found to be appropriate for clinical use [14]. Participating children were asked to walk at a self-selected velocity along a 2-m walkway. A digital video camera (Canon) was set up to record the children in the sagittal plane on a level tripod, perpendicular to the center of the pathway at a distance of 3 m. As the lower limb will be analyzed, the camera was aligned with the knee and set to view the 2 m of the walkway, which ensured that the calibration area covered the lower limb. The recorded video was analyzed using Tracker software [15].
Intervention

Platform Swing Walkway Features

The platform swing walkway (Figure 2) comprises the following: (1) a durable vestibular metal frame consisting of a ceiling surface and upright metal bars. It has a working load with a floor space of 3 m width × 90 cm depth and a height of 2 m; (2) 6 iron chains (length: 150 cm) with a ceiling hook used for attaching vestibular components to the architectural suspension points; (3) a hard wooden platform swing (floor space: 2.44 m width × 70 cm depth) that is set 50 cm above the ground (floor). The swing is completely coated with Tumble Forms and contains the hardware for attaching the suspension iron chain; (4) 12 ropes of length 1.22 cm with 2 hooks that are used for attaching the iron chains which provide adjustable side rails and safety for children while walking. Height adjustment assembly allows for quick changes in horizontal position. Removable components allow for portability and ease of storage, as well as provide linear acceleration in forward–backward and side-to-side directions.

Figure 2. Dynamic Platform Swing Walkway.

The Control Group

Children in the control group received the conventional physiotherapy program which consisted of facilitation of postural mechanism; proprioceptive training, including weight-bearing activities for upper and lower limbs; strengthening exercise for the back, abdominal muscles, hip flexors, ankle dorsiflexors, knee flexors, knee extensors, hip extensors, hip abductors, and hip internal and external rotators; standing exercise (standing holding on, standing alone with arms free, standing holding on and asking the child to lift one foot, standing on one leg, and standing on balance board); gait training activities in different directions at different speeds (walking up and down the stairs, jumping in place, and broad jumping). The duration of the program was 1 hour, and required to be performed 3 days a week for 12 weeks.

The Study Group

Children in the study group received the same physical therapy program given to the control group for 45 minutes. They additionally received gait training on a platform swing walkway for 15 minutes, which included the following steps: (1) The therapist put the child on the platform, and (2) encouraged the child to stand on the platform in a relaxed state and to hold cords of the walkway; (3) the child was then asked to walk on the platform in forward and backward directions to make sure that he or she adapted to the situation before swinging; (4) the child was asked to overcome simple obstacles such as a stepper and
Data Analysis

G power analysis (power=0.8, $\alpha$=.05, effect size=0.5) determined a sample size of 30 for this study. Descriptive statistics of mean and standard deviation were calculated for all measured variables. Parametric tests (paired $t$ test and unpaired $t$ test) were used to analyze the pre- and posttreatment mean values of GMFM-88. In addition, gait cycle time (seconds) for right and left stance and swing phase was calculated. SPSS (version 20 for Windows; IBM Corp) was used for data analysis. Statistical tests were considered significant if $P$$\leq$.05.

Results

Table 1 presents age, weight, and height of children in the study and control groups. There was no significant difference between both groups in mean (SD) age, weight, and height ($P$$\leq$.05). Table 2 presents the comparison between groups in the standing and walking tasks. There were no significant differences in pretreatment mean values between the groups in the variables measured: standing ($P$=.97) and walking ($P$=.91). However, when comparing the posttreatment mean values in the standing and walking tasks between the study and control groups, significant differences ($P$=.004 and .001, respectively) in favor of the study group were found.

Table 3 presents the results of within-group comparison in the standing and walking tasks for the two groups. Upon comparing their pre- and posttreatment values, there was a significant improvement in all measured variables in both groups ($P$$\leq$.05).

Table 4 compares the results between the two groups in the stance and swing phases. There were no significant differences in pretreatment mean values between the study and control groups in the variables measured with regard to the stance of the right ($P$=.64) and left limbs ($P$=.66) nor with regard to the swing of the right ($P$=.64) and left limbs ($P$=.61). When comparing the posttreatment mean values between the study and control groups with regard to the stance and swing phases of the right and left limbs a significant difference in favor of the study group was found ($P$=.5).

Table 5 presents the results of within-group comparison in the stance and swing phases of the right and left limbs, respectively, for the two groups. A significant improvement in all measured variables was observed in both groups when comparing their pre- and posttreatment mean values ($P$$\leq$.5).

Table 1. Demographic characteristics of children in the two groups.

<table>
<thead>
<tr>
<th>Items</th>
<th>Study group, mean (SD)</th>
<th>Control group, mean (SD)</th>
<th>$t$ value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td>7.34 (0.7)</td>
<td>7.62 (0.64)</td>
<td>–1.14</td>
<td>.26*</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>29.2 (2.88)</td>
<td>30.13 (2.85)</td>
<td>–0.89</td>
<td>.38*</td>
</tr>
<tr>
<td>Height (cm)</td>
<td>126.53 (3.09)</td>
<td>127.06 (2.63)</td>
<td>–0.5</td>
<td>.61*</td>
</tr>
</tbody>
</table>

<sup>*</sup>Nonsignificant.
<sup>a</sup>From unpaired $t$ test.

Table 2. Comparison of standing and walking between both groups.

<table>
<thead>
<tr>
<th>Period</th>
<th>Control group, mean (SD)</th>
<th>Study group, mean (SD)</th>
<th>$t$ value&lt;sup&gt;a&lt;/sup&gt;</th>
<th>$P$ value&lt;sup&gt;*&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standing</td>
<td>0.441 (0.099)</td>
<td>0.440 (0.138)</td>
<td>0.030</td>
<td>.97</td>
</tr>
<tr>
<td>Walking</td>
<td>0.253 (0.076)</td>
<td>0.250 (0.093)</td>
<td>0.107</td>
<td>.91</td>
</tr>
<tr>
<td>Post</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standing</td>
<td>0.556 (0.105)</td>
<td>0.674 (0.100)</td>
<td>–3.132</td>
<td>.004</td>
</tr>
<tr>
<td>Walking</td>
<td>0.310 (0.073)</td>
<td>0.4147 (0.073)</td>
<td>–3.924</td>
<td>.001</td>
</tr>
</tbody>
</table>

<sup>*</sup>Significant at $P$$<$.05.
<sup>a</sup>From unpaired $t$ test.

Table 3. Comparison of standing and walking within groups.

<table>
<thead>
<tr>
<th>Group</th>
<th>Standing</th>
<th>Walking</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre, mean (SD)</td>
<td>Post, mean (SD)</td>
</tr>
<tr>
<td>Control</td>
<td>0.441 (0.099)</td>
<td>0.556 (0.105)</td>
</tr>
<tr>
<td>Study</td>
<td>0.440 (0.138)</td>
<td>0.634 (0.121)</td>
</tr>
</tbody>
</table>

<sup>*</sup>Significant at $P$$<$.05.
<sup>a</sup>From paired $t$ test.
Table 4. Comparison of stance and swing between both groups.

<table>
<thead>
<tr>
<th>Site</th>
<th>Control group, mean (SD)</th>
<th>Study group, mean (SD)</th>
<th>t valuea</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Right limb</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stance</td>
<td>83.600 (2.898)</td>
<td>82.866 (3.583)</td>
<td>0.616</td>
<td>.64</td>
</tr>
<tr>
<td>Swing</td>
<td>16.400 (2.898)</td>
<td>17.1333 (3.583)</td>
<td>−0.616</td>
<td>.64</td>
</tr>
<tr>
<td>Post</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stance</td>
<td>79.8000 (3.569)</td>
<td>69.0667 (6.933)</td>
<td>5.331</td>
<td>.013</td>
</tr>
<tr>
<td>Swing</td>
<td>20.2000 (3.569)</td>
<td>30.93 (6.933)</td>
<td>−5.331</td>
<td>.013</td>
</tr>
<tr>
<td><strong>Left limb</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stance</td>
<td>77.600 (5.179)</td>
<td>77.6667 (5.839)</td>
<td>−0.033</td>
<td>.66</td>
</tr>
<tr>
<td>Swing</td>
<td>22.4000 (5.179)</td>
<td>22.4000 (5.865)</td>
<td>0.001</td>
<td>.61</td>
</tr>
<tr>
<td>Post</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stance</td>
<td>72.3333 (7.752)</td>
<td>67.066 (3.990)</td>
<td>2.339</td>
<td>.12</td>
</tr>
<tr>
<td>Swing</td>
<td>27.666 (7.752)</td>
<td>32.933 (3.990)</td>
<td>−2.339</td>
<td>.12</td>
</tr>
</tbody>
</table>

*aSignificant at P<.05.

aFrom unpaired t test.

Table 5. Comparison of stance and swing within groups.

<table>
<thead>
<tr>
<th>Site</th>
<th>Stance</th>
<th>Swing</th>
<th>Pre, mean (SD)</th>
<th>Post, mean (SD)</th>
<th>t valuea</th>
<th>P value</th>
<th>Pre, mean (SD)</th>
<th>Post, mean (SD)</th>
<th>t valuea</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Right limb</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control group</td>
<td>83.6 (2.89)</td>
<td>79.8 (3.57)</td>
<td>3.37</td>
<td>.005</td>
<td>16.4 (2.89)</td>
<td>20.20 (3.569)</td>
<td>−3.37</td>
<td>.005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study group</td>
<td>82.8 (3.58)</td>
<td>69.1 (6.93)</td>
<td>6.32</td>
<td>.001</td>
<td>17.13 (3.58)</td>
<td>30.93 (6.93)</td>
<td>−6.32</td>
<td>.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Left limb</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control group</td>
<td>77.6 (5.18)</td>
<td>72.3 (7.75)</td>
<td>2.280</td>
<td>.039</td>
<td>22.4 (5.18)</td>
<td>27.66 (7.752)</td>
<td>−2.28</td>
<td>.039</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Study group</td>
<td>77.6 (5.84)</td>
<td>67.1 (3.99)</td>
<td>6.448</td>
<td>.001</td>
<td>22.4 (5.86)</td>
<td>32.93 (3.9)</td>
<td>−6.37</td>
<td>.001</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*aSignificant at P<.05.

aFrom paired t test.

Discussion

Principal Results

This study investigated the effectiveness of a platform swing walkway on standing and walking tasks and on temporal gait parameters in children with diplegia which is the main spastic type among the different ones reported. Yokochi [16] also reported that spastic diplegia is the common type of CP that accounts for about 44% of infants with CP and about 80% of those with prematurity.

At the end of the treatment period (12 weeks), all children showed significant improvement in gross motor function and temporal gait parameters after walking on the platform swing walkway, which may be attributed to the increase in muscle strength and endurance. This result is in agreement with Dean and Shuaib [17] who found that an unstable surface increased muscle endurance and postural control compared with training on a typical surface. Our result is also in agreement with findings of Prosser et al [18] who stated that the choice of specific equipment should be based on clinical objectives (eg, enhancing muscle strength, enhancing reciprocal muscle activation, or proper muscle activity while walking) and functional capacities of the child.

Gait training on the platform swing walkway can increase the motility of the lower limb joints and activation of lower limb muscles, leading to neuromuscular involvement that improves gait ability, resulting in increased gait endurance. This result is in agreement with Bohannon [19] who reported that the activation of hip extensors, knee extensors, and ankle plantar flexors on the affected side is significantly related to maintaining or increasing movement velocity, and thus, an increase in gait velocity reflects an improvement in overall gait abilities.

The significant improvement in GMFM-88 and temporal gait parameters could be attributed to the effect of vestibular stimulation over time which tends to enhance sensory integration, standing, and walking in individuals with CP. These
findings support that vestibular stimulation can enhance arousal rates, visual exploratory activity, motor development, balance, and reflex coordination in at-risk infants and in those with developmental retardation disorders [20].

In this study, the improvement in gross motor function and gait parameters may be attributed to the organization of the vestibular system and proprioception. This is in agreement with the finding by Herdman and Clendaniel [21] who stated that peripheral sensory equipment includes a variety of motion sensors (visual, vestibular, and proprioceptive) that send information about head angular velocity and linear acceleration to the CNS, especially to the vestibular nucleus complex and the cerebellum. The CNS interprets these signals and integrates them with other sensory information to accurately predict head and body orientation.

In addition, improvement in motor performance may be attributed to the visual and proprioception input. This fact is supported by findings of Morningstar et al [22], who concluded that visual and vestibular input as well as joint and soft tissue mechanoreceptors play an important role in the regulation of static upright posture. Besides, Prokop et al [23] stated that a combination of visual and proprioceptive information is important for the modulation of walking velocity and indicates that visual information modifies stride length while proprioceptive input maintains a constant stride frequency, leading to a shift in walking velocity.

The findings of this study provide evidence that good sensory integration involves stimulation of the vestibular, proprioceptive, and tactile systems, as a means of exploring new skills. The activities are pitched at a level that stimulates and challenges, yet within the child’s capabilities. The efficacy of promoting sensory integration by vestibular stimulation is a key component of integrated sensory therapy. Activities involved in this type of approach lead to the development of a good body scheme, self-image, integration of primitive reflexes, balance, postural stability, motor planning, coordination of both sides of the body, and eye–hand coordination [24]. In this aspect, Lamoth et al [25] found that trunk coordination has an effect on gait parameters and that flexible adaptation in trunk coordination to changes in walking velocity is considered a hallmark of unaffected gait.

Functional training with unstable support is useful for increasing exercise difficulty because unexpected proprioceptive sensory information and reaction forces in various directions are induced in comparison with training methods on a stable support surface [26-28]. In particular, walking on an unstable support surface such as a balance pad requires more muscle strength and movement around the ankle joint, thereby improving walking speed [28,29].

In this study, functional abilities of children in the study group improved after walking on the platform swing walkway. This result is supported by the work by Jobling and Cuskelly [30] who found that children receiving neurodevelopmental therapy or a combination of neurodevelopmental therapy and other interventions such as vestibular stimulation or sensory integration performed better than those receiving other services.

Some limitations of this study are the relatively small sample size and lack of follow-up. Therefore, larger experimental studies are necessary to define the subcategories of children with CP most likely to benefit from gait training on the platform swing walkway. The strengths of the study are the integration of safety precautions and accommodation during gait training on the platform swing walkway.

**Conclusion**

Based on our study results, it can be concluded that platform swing walkway could improve gross motor function and gait patterns in children with spastic diplegia. The platform swing walkway was tolerable at the protocol settings applied and provides the basis for stimulation of safety and efficacy. Future studies should examine the long-term effect of platform swing walkway on locomotor behavior in different types of CP.
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Abstract

Background: Electroconvulsive therapy (ECT) is one of the oldest, most effective, and potentially life-saving noninvasive brain stimulation treatments for psychiatric illnesses such as severe depression, mania, and catatonia. The decision-making process to use ECT involves well-informed discussion between the clinician and the client. A platform, like an app, which provides this information in an easy-to-understand format may be of benefit to various stakeholders in making an informed decision. Apps developed by clinicians/hospitals taking into consideration user perspectives will filter and provide trustworthy information to the users. In this regard, the ECT app, an app which is freely available for download at the Apple Store, was developed by the Leicestershire Partnership National Health Service (NHS) Trust and Leicestershire Health Informatics Service (LHIS).

Objective: The objective of this study is to evaluate and demonstrate the accessibility of the ECT app to the chosen audiences it was created for, via a paper and electronic questionnaire.

Methods: A survey was conducted between January 2017 and March 2019. A survey questionnaire designed for the study was sent to mental health professionals, medical students, patients, carers, and members of the public via post, email, and SurveyMonkey or informed via posts shared in Psychiatry online groups and face-to-face contact. All participants who were willing to participate in the study were included.

Results: Results were collected via paper forms, email responses, and SurveyMonkey and all were inputted into SurveyMonkey to facilitate analysis. A total of 20 responses were received during the study period (January 2017 to March 2019). The participants of the survey, which included a mixed group of professionals (12/20, 60%), patients (3/20, 15%), and carers (1/20, 5%), opined that the app was easy to download (14/20, 70%) and use (9/20, 45%); contained adequate information (19/20, 95%); they felt more informed after having used the app (9/20, 45%); and they would recommend it to others (19/20, 95%). The participants of the survey also provided suggestions on the app (10/20, 50%).

Conclusions: The ECT app can be beneficial in sharing appropriate information to professionals and the public alike and help in gathering unbiased and nonjudgmental information on the current use of ECT as a treatment option.
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Introduction

Electroconvulsive therapy (ECT) is one of the oldest, most effective, and potentially life-saving noninvasive brain stimulation treatments for psychiatric illnesses such as severe depression, mania, and catatonia. The National Institute for Health and Care Excellence (NICE) recommends use of ECT only to achieve rapid and short-term improvement in treatment-resistant or life-threatening conditions [1]. The decision-making process to use ECT involves well-informed discussion between the clinician and the client. NICE guidelines also recommend development of leaflets to aid this cause [1].
A platform which provides this information in an easy-to-understand format may be of benefit to various stakeholders in making an informed decision.

Penetration of technology in our daily lives is substantial and advancements in technology and health informatics can be leveraged for better patient care. Mental health care delivery using digital platforms is affordable, available, and accessible to many [2]. Especially, the rapidly expanding numbers of mobile medical apps have the potential to transform the patient–health care provider relationship by improving the turnaround time and reducing costs [3]. In a study conducted in China, it was found that 96.7% (612/633) of participants used mobile devices, among which 38.4% (235/612) used multiple types of health apps [4]. The clinician rather than “prescribing apps” can engage the patient in “problem-solving” discussion, the problem here being “making a treatment choice.” There is a vast sea of information available in the market and patients find it difficult to gather information and make informed choices. Clinicians also may lack time to explain a procedure fully and apps will help in the cause [5]. Apps developed by clinicians/hospitals taking into consideration user perspectives will filter and provide trustworthy information to the users.

In this regard, the ECT app was developed by the Leicestershire Partnership National Health Service (NHS) Trust and Leicestershire Health Informatics Service (LHIS) using the mDesign Development Platform to bring awareness about ECT for use by patients, carers, students, professionals, and the general public. It uses a multimedia approach, inclusive of video, text, and audio content, to show all aspects of the treatment.

Although the app was launched in November 2015, as of yet, there has been no formal feedback collated around the effectiveness of its content and accessibility. More recently, the mHealth App Usability Questionnaire (MAUQ) has been developed [6], but was not available during the study period. The aim of this study is to evaluate and demonstrate the accessibility of the ECT app to the chosen audiences it was created for, via a paper and electronic questionnaire.

Institute Research and Development opined that “…this proposal is more akin to a customer feedback or satisfaction survey commonly used in product development, and would not, in this form, require approval through R&D.” Consent was sought to participate in the survey and the informed consent form is provided in Multimedia Appendix 2.

All participants who were willing to participate in the study were included. There were no exclusion criteria. The participants were chosen in the following manner:

- All service users (and their carers) who were prescribed ECT in the Leicestershire Partnership NHS Trust since July 1, 2016, and the service user/carer group of ECT Accreditation Service (ECTAS) from Royal College of Psychiatrists were contacted.
- All the trainees, consultants, and ward nurses in the Leicestershire Partnership NHS Trust who prescribe or are involved with ECT and the consultants and nurses of the ECTAS were contacted. Consultants and Trainees were also approached through the Deanery of the University of Leicester and the Royal College of Psychiatrists.
- The final-year medical students from the University of Leicester were also approached through the Deanery and the Royal College of Psychiatrists.

Results were collected via paper forms, email responses, and SurveyMonkey and all were inputted into SurveyMonkey to facilitate analysis. The analysis was done using SurveyMonkey [7]. The results are expressed as frequencies and the comments/suggestions are grouped into themes and are expressed verbatim.

Ethics Statement
Institute ethics committee approval was sought and it opined that the survey did not require approval from them.

Consent Statement
Consent was sought to participate in the survey and the informed consent form is provided in Multimedia Appendix 2.

Results
A total of 20 responses were received during the study period (January 2017 to March 2019). A majority of the participants (12/20, 60%) were professionals; 15% (3/20) were patients; 5% (1/20) were cares; and 20% (4/20) were others, including a member of the public, a friend of a patient, a past patient, and a medical student. The details are provided in Multimedia Appendix 3.

The responses to the questionnaire are provided in Figure 1. Almost everyone (19/20, 95%) (1 person skipped the question) answered that they could find all the information they were expecting to see in the app. Three-fourth of the respondents (15/20, 75%) felt more informed about ECT after the use of the app (Extremely [6/20, 30%] and very [9/20, 45%]). A vast majority felt that the app was very easy to download (14/20, 70%) and use (9/20, 45%). Almost all (19/20, 95%; 1 person did not answer the question) said that they would recommend the app to other patients/professionals.

Methods
Survey
A survey was conducted between January 2017 and March 2019. The survey questions, which are provided in the Multimedia Appendix 1, were sent to mental health professionals, medical students, patients, carers, and members of the public via post, email, and SurveyMonkey or informed via posts shared in Psychiatry online groups and face-to-face contact. The survey questionnaire was developed for the purpose of this study and was not validated. The survey questionnaire was devised by the corresponding author (GK) in consultation with the ECT team and service users’ representatives. The survey questionnaire did not collect personal/demographic details of the participants and hence provided anonymized data.
Many (10/20, 50%) participants also provided suggestions and comments. Among these, 50% (5/10) commented on information provision, 10% (1/10) complained of network and connectivity issues, 20% (2/10) gave compliments, and 20% (2/10) provided miscellaneous comments to make the app free and that they had no computer or smartphone. The details are provided in Multimedia Appendix 4.

Discussion

The participants of the survey, which included a mixed group of professionals, patients, and carers, opined that the app was easy to download and use, contained adequate information and they felt more informed after having used the app, and they would recommend it to others. The participants of the survey also provided suggestions on the app.

It is pertinent to know that the decision-making process to use ECT involves provision of adequate, appropriate, and accurate information on the method, benefits, and risks of ECT [1]. This discussion is particularly important as ECT is usually shown in a bad light in popular culture and general public have formed myths around ECT. Apps may be particularly beneficial in this regard as they have the advantages of being readily available and mostly free of cost to all users of electronic devices on which apps can be downloaded (eg, mobile phones, tablets, laptops). In addition, in an app, a large amount of information and resources can be condensed into a small space, and can include a wealth of learning material accessible in a number of ways, including audio and video (as opposed to physical material, which can be bulky and one dimensional). Numerous apps are now available to assist health care providers with many important tasks, such as information and time management, health record maintenance and access, communications and consulting, reference and information gathering, patient management and monitoring, clinical decision making, and medical education and training [8]. The ECT app is specially designed to provide information and practical procedure of ECT to patients and carers to make informed choices and to relieve anxiety and myths related to ECT. In addition, it provides detailed information on ECT to both mental health and nonmental health professions to broaden their knowledge and support their patients when appropriate. Patients still rely on their general practitioners and other health professions to help them in making decisions in psychiatry. The app was developed for the use of professionals and public (not for the purpose of this study) by the hospital with inputs from professionals and service users as is also suggested by Chiauzzi and Newell [5]. The app is free to download on the Apple Store online [9].
In this survey, the response rate was low, despite multiple methods of distribution of the survey and reminders being sent to individuals. The exact number of surveys sent cannot be specified due to the use of online forums in which it is unclear how many have seen the link. Not all responders had access to electronic devices which utilize apps. Leaflets would be an alternative option for this population, although not all parts of the app (eg, videos) would be translatable into paper format. Although text is available on the app for all the videos, subtitles for the videos may aid users with hearing disabilities to use the app and may improve accessibility. Not all respondents experienced technical issues; therefore, this is likely to be as a result of the local internet connection availability, rather than a feature of the app itself. Overall, the feedback was positive and encouraging.

The ECT app can be beneficial in sharing appropriate information to professionals and the public alike and help in gathering unbiased and nonjudgmental information on the current use of ECT as a treatment option. The app is specially designed to provide information and practical procedure of ECT to patients and carers to make informed choices and to relieve anxiety and myths related to ECT. In addition, it provides detailed information on ECT to both mental health and nonmental health professions to broaden their knowledge and support their patients when appropriate. Patients still rely on their general practitioners and other health professions to help them in making decisions in psychiatry.

We aim to update the app regularly; to ensure that it is in line with the most recent guidance and advances in ECT practice. In the future, mental health professionals who provide information on ECT can suggest the patients and their carers to go through the app and later have a discussion on their decision. A feedback about the app can be taken from both mental health professional and patients/carers at that point of time. A validated feedback form can also be incorporated in the app. Future studies can aim at using validated survey questionnaires such as MAUQ [6] on targeted population of ECT users. Measuring saved clinician time can help in better utilization of human resources.
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Abstract

Background: Heart rate variability (HRV) is used to assess cardiac health and autonomic nervous system capabilities. With the growing popularity of commercially available wearable technologies, the opportunity to unobtrusively measure HRV via photoplethysmography (PPG) is an attractive alternative to electrocardiogram (ECG), which serves as the gold standard. PPG measures blood flow within the vasculature using color intensity. However, PPG does not directly measure HRV; it measures pulse rate variability (PRV). Previous studies comparing consumer-grade PRV with HRV have demonstrated mixed results in short durations of activity under controlled conditions. Further research is required to determine the efficacy of PRV to estimate HRV under free-living conditions.

Objective: This study aims to compare PRV estimates obtained from a consumer-grade PPG sensor with HRV measurements from a portable ECG during unsupervised free-living conditions, including sleep, and examine factors influencing estimation, including measurement conditions and simple editing methods to limit motion artifacts.

Methods: A total of 10 healthy adults were recruited. Data from a Microsoft Band 2 and a Shimmer3 ECG unit were recorded simultaneously using a smartphone. Participants wore the devices for >90 min during typical day-to-day activities and while sleeping. After filtering, ECG data were processed using a combination of discrete wavelet transforms and peak-finding methods to identify R-R intervals. P-P intervals were edited for deletion using methods based on outlier detection and by removing sections affected by motion artifacts. Common HRV metrics were compared, including mean N-N, SD of N-N intervals, percentage of subsequent differences >50 ms (pNN50), root mean square of successive differences, low-frequency power (LF), and high-frequency power. Validity was assessed using root mean square error (RMSE) and Pearson correlation coefficient ($R^2$).

Results: Data sets for 10 days and 9 corresponding nights were acquired. The mean RMSE was 182 ms (SD 48) during the day and 158 ms (SD 67) at night. $R^2$ ranged from 0.00 to 0.66, with 2 of 19 (2 nights) trials considered moderate, 7 of 19 (2 days, 5 nights) fair, and 10 of 19 (8 days, 2 nights) poor. Deleting sections thought to be affected by motion artifacts had a minimal impact on the accuracy of PRV measures. Significant HRV and PRV differences were found for LF during the day and R-R, SDNN, pNN50, and LF at night. For 8 of the 9 matched day and night data sets, $R^2$ values were higher at night ($P=0.08$). P-P intervals were less sensitive to rapid R-R interval changes.

Conclusions: Owing to overall poor concurrent validity and inconsistency among participant data, PRV was found to be a poor surrogate for HRV under free-living conditions. These findings suggest that free-living HRV measurements would benefit from examining alternate sensing methods, such as multiwavelength PPG and wearable ECG.
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Introduction

Motivation

With the growing ubiquity of commercially available wearable technologies, obtaining long-term physiological measurements under free-living conditions is feasible and permits longitudinal examination of ecologically valid patterns. This presents an opportunity for continuous patient monitoring under free-living conditions, including the potential to identify at-risk individuals (e.g., patients with cardiac disease). Heart rate variability (HRV) is a well-established, powerful metric used to assess cardiac health, including autonomic nervous system function regulating cardiac activity. Compared with an individual’s heart rate (HR) averaged over a short period, HRV measures variations in HR primarily as an indicator of the efforts of the sympathetic and parasympathetic nervous systems to achieve an optimal cardiac response under constantly changing stimuli [1]. Previous research has explored the use of HRV monitoring in predicting or detecting sleep quality [2], mental stress [3], chronic pain [4], posttraumatic stress disorder [5], bipolar disorder [5], and cardiac health [6].

Measuring HRV

The (gold) criterion standard for measuring HRV is through an electrocardiogram (ECG) to obtain a direct recording of cardiac electrical activity. On ECG, the R wave represents the maximum upward deflection of a normal QRS complex. The duration between two successive R waves defines the R-R interval [7], which is used to measure HR and HRV. Although wearable ECGs exist, they typically require electrodes affixed to the skin, which makes them obtrusive and can cause skin breakdown, and they are also prone to motion artifacts during day-to-day activities [8]. Alternatively, photoplethysmography (PPG) uses an optical sensor widely used to unobtrusively track mean HR, especially in wrist-worn devices (e.g., Fitbit).

PPG for Pulse Rate Variability

PPG sensors measure changes in pulsatile blood flow within an individual’s vasculature using color intensity signals [9]. Signal peaks associated with the flow of blood are used as indicators of HR, allowing for the calculation of peak-to-peak (P-P) intervals. PPG sensors do not directly measure HR; instead, they measure pulse rate variability (PRV), the change in vessel pulse periods, from which P-P intervals denote a pulse rate (PR) [10]. PPG sensors can be placed at a variety of measurement sites including the fingers, wrist, brachia, ear, forehead, and esophagus without requiring additional equipment. This makes PPG especially convenient for pervasive cardiac monitoring [11], with well-validated use for mean HR measurements [4]. Although evidence examining PPG capabilities to accurately measure HRV shows promise, studies comparing PPG with gold standard ECG methods under free-living conditions remain limited.

The accuracy of PRV as a measure of HRV has been investigated with clinical devices under controlled, and often stationary, conditions [12-17]. Although these studies indicate that PRV may be a useful as a proxy measure of HRV using medical-grade devices under controlled conditions, studies using wearable consumer-facing devices have shown mixed results. These few studies largely use short-term collections in controlled circumstances, some of which do not simultaneously collect ECG [18,19]. A systematic review by Georgiou et al [20] found that wearable devices can provide accurate measurement of HRV measures at rest; however, accuracy declines as exercise and motion levels increase. The review also showed that heterogeneity in sensor position, detection algorithm, experimental settings, and analysis methods from existing studies limits the evidence. A review by Šafer and Vagedes [21] found similar results, suggesting that physical activity and mental stressors lead to unacceptable deviations between PRV and HRV. Ultimately, further research is required to determine the efficacy of PRV in estimating HRV during free-living conditions in which individuals are unrestricted and engaging in their daily activities [22].

Limitations of PPG

PPG sensors have been found to be sensitive to motion artifacts, changes in blood flow caused by movement, compression and deformation of the vasculature arising from pressure disturbances at the interface between the sensor and the skin [11], and light bleeding between the sensor and the skin [23]. Some studies have examined the removal of motion artifacts from PPG signals using signal processing techniques and acceleration as a reference [23-28]. For example, methods involving accelerometry have shown promise for improving coherence by editing signals likely influenced by motion artifacts [28,29]. Baek and Shin [30] collected PPG measurements over 24 hours using a custom device and filtering method, recommending a subset of HRV metrics as good targets for continuous HRV tracking using commercial devices. Morelli et al [28] conducted a study evaluating the accuracy of a consumer-grade PPG (Microsoft Band 2) for HRV estimation during less restrictive, but controlled, conditions (e.g., sitting and walking) over 10-min trials. Errors likely caused by motion artifacts during walking were attenuated by using corresponding accelerometer signals to delete sections of the data corrupted by motion artifacts.

Objectives

Although HR and PR are correlated and closely related, the use of PRV to estimate HRV requires further research, especially under free-living conditions. In this study, the concurrent validity of PRV measurements from a consumer-facing PPG sensor is compared with HRV measurements from a portable ECG under 2 unsupervised conditions up to 4.5 hours each: (1) while engaging in regular activities of daily living and (2) during sleep. A secondary goal of this study is to examine factors...
influencing estimation errors of PRV for HRV, including motion artifacts, measurement conditions, and editing approaches.

**Methods**

**Participants**
A convenience sample of healthy individuals aged 18-65 years was recruited for the study. Individuals with a history of cardiac and/or sleep disorders were excluded to minimize the collection of irregular cardiac signals. Under these conditions, approval for this study was granted by the University of Waterloo Research Ethics Committee on September 5, 2017, filed under protocol #31197.

**Device Setup**
A total of 2 wearable devices were used to acquire cardiovascular signals in this study: (1) a commercially available optical PPG wearable device (Microsoft Band 2 or MB2, Microsoft) and (2) a research-grade wearable ECG device (Shimmer3 ECG, Shimmer). Both wearables were recorded simultaneously with signals transmitted via Bluetooth to a smartphone (Pixel or Nexus 3, Google). To synchronize the devices, triaxial accelerations were also recorded with both devices. Participants were asked to wear the devices twice, for at least 90 min each, once during daily activities and a second time when sleeping.

To record ECG, hydrogel electrodes (Kendall 233 Hydrogel, Covidien) were placed in a 4-lead bipolar limb lead configuration (ie, left arm [LA], right arm [RA], left leg [LL], right leg) on the participant’s chest as shown in Figure 1 [31]. The participant’s skin was prepared by shaving and sanitized using hospital-grade alcohol wipes before electrode placement. Electrodes were connected to a Shimmer3 ECG, worn at the waist with a strap, and all leads were taped to the chest to prevent tangling and static, and minimize motion artifacts. On the smartphone, the Multi-Shimmer Sync mobile app (Shimmer, Dublin, Ireland) was used to record ECG data from the Shimmer3 ECG. The MB2 was worn on the participant’s wrist of choice as tightly as possible, without causing discomfort. MB2 size (small or medium) was selected to fit the size of the participant’s wrist. A third-party mobile app, Companion for Microsoft Band (released by Pain in My Processor, Google Play Store), was used to log data from the MB2 to the smartphone.

**Participants’ Instructions**
Given the free-living nature of data collection, participants were instructed on how to set up and monitor device connection and logging status to facilitate troubleshooting. To ensure proper electrode placement, a (trained) researcher placed the electrodes in the 4-lead bipolar limb lead configuration (Figure 1) during the first data collection (ie, day). For the second collection (ie, night), electrodes were left on, replaced by the research assistant, and/or marked by location and replaced by the participant. Before the second collection, ECG signals were visually examined to ensure that the QRS complexes were clearly identifiable. Participants were instructed and encouraged to...
contact a researcher at any time in case of questions or concerns during data collection.

**Postprocessing**

Following data collection, all postprocessing and statistical analyses were conducted using MATLAB 2018a (MathWorks). Figure 2 outlines the steps taken in postprocessing.

**Figure 2.** Postprocessing of data from the Shimmer and Microsoft Band. ECG: electrocardiogram; HRV: heart rate variability; P-P: time between 2 P peaks in a photoplethysmogram or peak-to-peak intervals; PRV: pulse rate variability; R-R: time between 2 R peaks in an ECG.

**Synchronizing Devices**

Shimmer3 and MB2 were coarsely synchronized by aligning triaxial acceleration peaks from tapping both devices simultaneously on a table. Each device was tapped 3 times in 2 orientations with 10 s of rest between orientations. Fine
synchronization was performed using a cross-correlation method described below (cross-correlation synchronization).

**ECG Data Processing**

Both LA-RA and LL-RA ECG signals were filtered using a first order bandpass Butterworth filter from 1 to 25 Hz. A maximal overlap discrete wavelet transform with a Daubechies least-asymmetric wavelet with 4 vanishing movements was used to enhance the R peaks in the ECG, followed by a threshold-based peak-finding function used to identify the R-peaks [32,33]. In one sample (participant 2, daytime), the wavelet detection algorithm more accurately and consistently detected the T wave of the ECG signal and was used as a proxy for the QRS complex, previously shown to give results similar to those of R-peak detection [34]. A time series of R-R intervals was extracted from the detected R-peaks, and outlier values outside of the physiological range of values for a healthy individual at rest, walking, or during sleep (R-R<0.3 s or R-R>2.5 s) were removed [35-37]. To remove transients associated with artifacts or noise, segments of at least 15 consecutive R-R intervals were included in the analysis. Longer segment thresholds (30, 60, and 120 consecutive R-R intervals) were tested with negligible effects on the results. On the basis of the signal that provided more R-R intervals, either the LA-RA or LL-RA electrode pair signal was chosen for processing and analysis.

**PPG Data Processing**

P-P intervals and corresponding time stamps were recorded directly from MB2 outputs as the time interval between 2 continuous heartbeats [38]. Note that the temporal resolution of MB2 is limited to 10 ms. On the basis of existing literature reporting signal processing methods to edit R-R intervals and remove artifacts, three methods were used to identify and delete artifacts in the P-P intervals outputted by the MB2, resulting in 4 conditions of P-P data. Deletion was chosen as the editing technique (as opposed to interpolation) because motion artifacts would likely affect consecutive samples, making interpolation challenging. In addition, the long-term nature of data collection would mitigate one of the major concerns associated with deletion, the loss of samples [39]. The 4 processing conditions were as follows:

- None (condition A): This condition contains the raw P-P intervals.
- Threshold deletion (condition B): Removing implausible P-P interval values for a healthy individual at rest, walking, or sleeping (P-P<0.3 s or P-P>2.5 s) [35-37].
- Moving average deletion (condition C): Threshold deletion (as described in B above) and removing changes in P-P intervals faster than physiologically plausible indicated by a moving average filter. This was done following Morelli et al [28], discarding values for which \(|P - P_{ref}| > 0.5 \mu_{10}\), where \(P\) refers to the P-P interval data and \(\mu_{10}\) is a 10 s moving average.
- Acceleration-based deletion (condition D): A series of threshold filters, moving average filters (described in C above), and an acceleration filter. Considering that low PPG signal quality may be attributable to movement, Morelli et al [28] removed signal segments affected by motion artifacts by estimating periods of signal quality associated with the corresponding accelerometry time series, \(W_t\), and then removing P-P intervals where \(W_t\) was found to exceed a threshold, \(k\). \(k\) was identified by examining the correlation between \(W_t\) and error, where \(W_t\) is calculated as an average of \(w_t\) over a window of duration \(\tau\), and \(W_t\) is calculated as follows:

\[
W_t = \frac{\sum_{i=1}^{40} w_i}{40}
\]

In this study, no significant correlation between \(W_t\) and was found. As such, a threshold of \(0.02 \text{ m/s}^2\) was used to filter the data with \(\tau=40 \text{s}\) (the same parameters as used by Morelli et al) [28].

**Data Synchronization**

Following coarse synchronization of MB2 and Shimmer3, consistent delays between the 2 devices were observed. To identify the highest correlation between devices, a cross-correlation between P-P and R-R data was conducted. The estimate of the time-shift was applied to the P-P data, similar to the method used by Pietiläi et al [40]. P-P intervals were then matched to R-R intervals by matching data points with the closest time stamps. If a data point did not have a matching interval within 1 s, the interval was deleted. The 1-s delay was chosen to accommodate for delays in Bluetooth transmission and pulse transit time. After matching, the remaining data were divided into 2-min windows from which the HRV and concurrent validity metrics were calculated [41].

**HRV Metrics for Analysis**

After postprocessing, the following time domain HRV and PRV features were extracted for each trial, where N-N refers to either R-R or P-P:

- Mean N-N: the mean of all N-N intervals
- Mean HR: reciprocal of mean N-N, in beats per minute (bpm)
- SDNN: a measure of overall variability, the SD of all N-N intervals, also known as RRSD
- pNN50: percentage of subsequent differences more than 50 ms
- RMSSD: root mean square of subsequent differences
- LF, HF, LF/HF ratio: low-frequency power (LF), high-frequency power (HF), and the ratio of LF to HF
- SD1 and SD2: SDs of short (x=y) and long (orthogonal to x=y) diagonal Poincaré plot axes [12]

For spectral measures, R-R and P-P intervals were converted to instantaneous HR (60/N-N, where N-N is interval time in seconds) and then interpolated to 4 Hz using a piecewise cubic Hermite interpolation (MATLAB function “pchip”). This ensured regular time intervals between data points, a prerequisite for estimating the Fourier transform and signal power. The Fourier transform was performed (using “fft” function in MATLAB) on the entire data set for each participant. This allowed for the calculation of frequency domain HRV features such as LF (0.04-0.15 Hz) and HF (0.15-0.40 Hz). LF and HF were computed in normalized units by the sum of LF and HF. The ratio of LF to HF was also reported.
Analyses

To quantify the concurrent validity between R-R and P-P intervals, the following metrics were used:

- Root mean square error (RMSE): RMSE between matched R-R and P-P samples
- Pearson correlation coefficient ($R^2$): The correlation strength between R-R and P-P intervals. $R^2$ values were categorized as strong ($R^2 \geq 0.7$), moderate ($0.5 \leq R^2 < 0.7$), fair ($0.3 \leq R^2 < 0.5$), and poor ($0.3 < R^2$) [42].

To compare PPG-derived metrics across collection and processing conditions (ie, day- or nighttime collection, filtering condition), two-tailed paired $t$ tests were used. Bland-Altman plots were generated to illustrate the agreement between R-R and P-P intervals. In the Bland-Altman plot, the difference between each P-P and R-R measurement is plotted against the mean of each measurement [43].

Results

Overview

This section presents the results of (1) investigating the concurrent validity between R-R and P-P intervals across published filtering methods, (2) a comparison between ECG- and PPG-derived metrics of HRV, and (3) a comparison across free-living data collection conditions (ie, day and night). A total of 10 volunteers were recruited (3 men and 7 women, aged 20-61 years) for this study for a total of 19 trials (1 day and 1 night per participant). One participant’s ECG night data were corrupted and therefore not analyzed or reported.

A larger data sample was acquired at night than that acquired during the day. Despite formal instructions and training on the operation and charging of the sensor systems, several technical barriers were frequently encountered that limited the number of samples in each trial. These included inadvertent misplacement of ECG electrodes or MB2, insufficient battery charging before night collection, and/or dropped Bluetooth stream to the mobile device.

Concurrent Validity Across the Editing Techniques

Table 2 compares the concurrent validity of P-P data with that of the R-R data across all processing conditions, including RMSE and $R^2$. The largest differences were observed in the RMSE between the raw (A) and filtered (B, C, and D) conditions.

Table 1. Group mean (SD) of data sample sizes used for comparison between R-R and P-P intervals across processing and collection conditions.

<table>
<thead>
<tr>
<th>Collection condition and processing condition</th>
<th>Number of samples, mean (SD)</th>
<th>Percent R-R intervals compared, mean (SD)</th>
<th>Percent P-P intervals compared, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>5168.70 (1683.92)</td>
<td>52.35 (26.89)</td>
<td>47.29 (18.32)</td>
</tr>
<tr>
<td>B</td>
<td>4706.5 (1447.57)</td>
<td>48.25 (26.30)</td>
<td>43.91 (18.31)</td>
</tr>
<tr>
<td>C</td>
<td>3311.30 (1316.13)</td>
<td>34.68 (24.73)</td>
<td>32.29 (16.88)</td>
</tr>
<tr>
<td>D</td>
<td>1847.40 (1334.28)</td>
<td>23.03 (26.28)</td>
<td>21.39 (15.92)</td>
</tr>
<tr>
<td>Night</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>8418.78 (5179.41)</td>
<td>55.05 (27.70)</td>
<td>53.30 (19.26)</td>
</tr>
<tr>
<td>B</td>
<td>8197.11 (5060.21)</td>
<td>53.79 (27.31)</td>
<td>52.06 (19.15)</td>
</tr>
<tr>
<td>C</td>
<td>7383.00 (4075.76)</td>
<td>46.89 (24.24)</td>
<td>46.66 (19.38)</td>
</tr>
<tr>
<td>D</td>
<td>7177.33 (4901.63)</td>
<td>41.15 (27.67)</td>
<td>42.97 (21.23)</td>
</tr>
</tbody>
</table>
Table 2. Group mean root mean square error, concurrent validity ($R^2$), and number of matched samples across processing and collection conditions.

<table>
<thead>
<tr>
<th>Processing condition</th>
<th>Day (n=10)</th>
<th>Night (n=9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root mean square error (ms), mean (SD)</td>
<td>182 (48)</td>
<td>158 (67)</td>
</tr>
<tr>
<td></td>
<td>165 (42)</td>
<td>136 (53)</td>
</tr>
<tr>
<td></td>
<td>144 (39)</td>
<td>120 (45)</td>
</tr>
<tr>
<td></td>
<td>122 (47)</td>
<td>119 (45)</td>
</tr>
<tr>
<td>$R^2$, mean (SD)</td>
<td>0.15 (0.12)</td>
<td>0.28 (0.17)</td>
</tr>
<tr>
<td></td>
<td>0.14 (0.13)</td>
<td>0.33 (0.19)</td>
</tr>
<tr>
<td></td>
<td>0.18 (0.13)</td>
<td>0.34 (0.21)</td>
</tr>
<tr>
<td></td>
<td>0.22 (0.17)</td>
<td>0.34 (0.21)</td>
</tr>
</tbody>
</table>

The RMSE ranged between 46 and 285 ms across all conditions. Increased editing reduced the average error (RMSE). Under condition C, error was further examined by generating Bland-Altman plots comparing the P-P intervals with R-R intervals, as shown in Figure 3. Although the mean error is close to zero for both day and night conditions, the limits of agreement were greater than 200 ms.

Figure 3. Bland-Altman plots for 1 participant under processing condition C for (A) day and (B) night. P-P: time between 2 P peaks in a photoplethysmogram or peak-to-peak intervals; R: time between 2 R peaks in an electrocardiogram.

Across all conditions, $R^2$ values ranged from 0 to 0.66. Editing did not have a large impact on $R^2$. Although $R^2$ improved at night, none of the correlations were considered strong: 2 of 19 (all night) were moderate, 7 (2 days, 5 nights) were fair, and 10 (8 days, 2 nights) were poor. Of the 19, 16 (9 days, 7 nights) paired t tests between R-R and P-P intervals under condition C yielded $P=.01$, indicating significant differences between ECG- and PPG-based methods.

Under condition D, no data sets showed strong correlations. Only 3 (1 day, 2 nights) were moderate, 7 were fair (1 day, 6 nights), and 9 were poor (7 days, 2 nights). Paired t tests between matched R-R and P-P intervals edited under condition D were significant for 12 trials (5 days, 7 nights). Notably, condition D reduced the amount of data available for analysis, especially during the day. From condition C to D, the average sample loss was 40.18% (SD 29.59) during the day and 3.73% (SD 4.37) at night.

Compared with condition C, condition D improved RMSE and $R^2$ slightly during the day and varied by trial. The mean correlation between error and $W_t$ was 0.28 (SD 0.24), with a range of 0.13 to 0.70 for day data, and 0.29 (0.21), with a range of 0.16 to 0.73 for night data. Figure 4 [44] shows the error and $W_t$ for a sample showing lower correlation between $W_t$ and error ($R^2=0.16$) and a sample trial with higher observed correlation ($R^2=0.50$).
Figure 4. Correlation between absolute error and mean change in triaxial acceleration ($W_t$) under the same conditions as Morelli et al (A) and (B) comparison of $|\text{Error}|$ and $W_t$ over time for a sample with low correlation ($R^2=0.16$) (C), and (D) comparison of $|\text{Error}|$ and $W_t$ over time for a sample with higher correlation ($R^2=0.50$).

Comparison of HRV and PRV Measures

Table 3 compares the HRV and PRV measures across participants under condition C, as this condition yielded the highest concurrent validity for most participants while retaining sample size. The findings in Table 3 are based on a 3311.30 (SD 1316.13) matched samples for day data and 7303.00 (SD 4075.76) for night data. Under condition C, paired t tests revealed no significant differences between HRV and PRV measures. At night, SDNN, pNN50, RMSSD, SD1, SD2, LF, HF, and LF/HF ratio metrics were observed to be significantly different. Significant differences between HRV and PRV measures were observed in more measures at night, a condition during which motion artifacts are expected to be lower, allowing for collection of more accurate PRV data. Note that the temporal resolution of MB2 is limited to 10 ms, but many of the observed differences between R-R and P-P intervals are larger.
### Table 3. Comparison of mean heart rate variability and pulse rate variability metrics under processing condition C.

<table>
<thead>
<tr>
<th>Features</th>
<th>Day</th>
<th>Night</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PRV&lt;sup&gt;a&lt;/sup&gt;</td>
<td>HRV&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>NN (ms), mean (SD)</td>
<td>829 (70)</td>
<td>967 (151)</td>
</tr>
<tr>
<td>SDNN&lt;sup&gt;d&lt;/sup&gt; (ms), mean (SD)</td>
<td>90 (36)</td>
<td>87 (37)</td>
</tr>
<tr>
<td>pNN50&lt;sup&gt;e&lt;/sup&gt; (%) mean (SD)</td>
<td>30.60 (24.51)</td>
<td>38.58 (30.59)</td>
</tr>
<tr>
<td>RMSSD&lt;sup&gt;f&lt;/sup&gt; (ms), mean (SD)</td>
<td>104 (58)</td>
<td>101 (57)</td>
</tr>
<tr>
<td>SD1&lt;sup&gt;g&lt;/sup&gt; (ms), mean (SD)</td>
<td>74 (41)</td>
<td>72 (40)</td>
</tr>
<tr>
<td>SD2&lt;sup&gt;h&lt;/sup&gt; (ms), mean (SD)</td>
<td>94 (40)</td>
<td>97 (35)</td>
</tr>
<tr>
<td>LF&lt;sup&gt;i&lt;/sup&gt; (nu), mean (SD)</td>
<td>0.70 (0.03)</td>
<td>0.70 (0.03)</td>
</tr>
<tr>
<td>HF&lt;sup&gt;j&lt;/sup&gt; (nu) mean (SD)</td>
<td>0.30 (0.03)</td>
<td>0.30 (0.03)</td>
</tr>
<tr>
<td>LF/HF ratio, mean (SD)</td>
<td>2.39 (0.32)</td>
<td>2.43 (0.28)</td>
</tr>
</tbody>
</table>

<sup>a</sup>HRV: heart rate variability.  
<sup>b</sup>PRV: pulse rate variability.  
<sup>c</sup>Results from paired t test between HRV and PRV measures.  
<sup>d</sup>SDNN: SD of all N-N intervals.  
<sup>e</sup>pNN50: percent of subsequent differences more than 50 ms.  
<sup>f</sup>RMSSD: root mean square of subsequent differences.  
<sup>g</sup>SD1: SD of short (x=y) Poincaré plot axis.  
<sup>h</sup>SD2: SD of long (orthogonal to x=y) Poincaré plot axis.  
<sup>i</sup>LF: low-frequency power.  
<sup>j</sup>HF: high-frequency power.

Compared with processing condition C, similar results were observed in condition D (Multimedia Appendix 1). Under condition D, paired t tests revealed significant differences between HRV and PRV measures for no measures during the day, but there were significant differences in R-R and pNN50 at night. Although this may be attributed to condition D using motion artifact editing, the large number of samples edited from condition C to D may partially explain these findings. Given the large sample loss associated with condition D and a lack of strong correlation between W<sub>i</sub> and error, the remainder of this study focuses on the results from processing condition C (over D).

Time series plots of matched and edited R-R and P-P intervals (Figure 5) highlight several differences between the ECG and PPG methods. Similar to the mean N-N results, the data sets follow the same trends on average, but there are notable differences. First, P-P intervals seem to be less sensitive to changes in R-R intervals, as many shorter and longer intervals were not well matched. Fewer artifacts were observed in the R-R intervals that did not appear in the P-P interval signal, which may be attributable to less R-R interval editing.
**Figure 5.** Time series of matched time between 2 R peaks in an electrocardiogram and time between 2 P peaks in a photoplethysmogram or peak-to-peak intervals for a single participant under processing condition C during (A) day and (B) night. P-P: time between 2 P peaks in a photoplethysmogram or peak-to-peak intervals; R-R: time between 2 R peaks in an electrocardiogram.

Poincaré plots for the same participant under condition C are shown in **Figure 6.** The P-P and R-R plots during the day appear qualitatively different. Although plots of night data demonstrate more similarities, a greater number of outliers for shorter P-P intervals were observed.
Figure 6. Poincaré plots for a single participant under processing condition C for (a) P-P intervals during the day, (b) R-R intervals during the day, (c) P-P intervals at night, and (d) R-R intervals at night. P-P: time between 2 P peaks in a photoplethysmogram or peak-to-peak intervals; R-R: time between 2 R peaks in an electrocardiogram.

Comparison of Free-Living Data Collection Conditions (Day vs Night)

Table 2 shows the difference in concurrent validity for night data versus day data under condition C. Closer examination of the data reveals further details. For 8 of 9 participants with a day and night data set, the average $R^2$ values were higher at night. The increase in $R^2$ is highlighted for one participant in Figure 7, where $R^2_{\text{day}}=0.26$ and $R^2_{\text{night}}=0.40$. The magnitude of $R^2$ improvements from day to night differed between participants, ranging from −0.03 to 0.60 with an average improvement of 0.22 (SD 0.31). Paired t tests comparing changes in $R^2$ were significant ($P=.01$).
Night collections were found to have a slight decrease in RMSE, indicated by a mean decrease in RMSE of 24 (SD 45) ms, ranging from −89 ms to +40 ms difference across participants. For the participant highlighted in Figure 7, RMSE_{day}=148 ms and RMSE_{night}=138 ms. Paired *t* tests comparing changes in RMSE from day to night approached significance (*P*=.09).

Although night data had more matched samples, an unpaired *t* test revealed that the difference between night and day samples was significant (*P*=.03). The mean percent increase in samples from day to night was 138.61% (SD 159). Differences in percentage loss of data owing to filtering (condition C vs condition A) were slightly higher during the day, averaging 13.31% (SD 11.47), versus night, 8.16% (SD 6.05). This difference did not reach significance under the unpaired *t* test (*P*=.25).

Tables 2 and 3 demonstrate that many PRV estimates of HRV measures were more accurate at night, with |Error|_{avg} decreasing or remaining the same for NN, SDNN, RMSSD, SD1, SD2, and LF/HF ratio. |Error|_{avg} for LF and HF remained approximately the same, whereas |Error|_{avg} increased for pNN50 at night. Although |Error|_{avg} generally decreased, paired *t* tests revealed more differences between PRV and HRV estimates across participants for night samples than day.

**Discussion**

**Principal Findings**

This paper examined the accuracy and concurrent validity of PRV measurements from a commercially available PPG sensor against HRV measurements obtained from a portable ECG sensor during unsupervised daytime and nighttime conditions. Accuracy and concurrent validity were examined across different editing methods and day and night collection conditions. In general, concurrent validity and HRV metrics were stronger at night compared with daytime conditions. Although collection during the night was more accurate with a lower mean error, this finding was not generalizable across all participants. Editing to remove outliers was effective in reducing noise, as reflected by the reduced RMSE for conditions B, C, and D. However, efforts to remove samples affected by motion artifacts using accelerometry (ie, condition D) were not as effective in this study compared with previous studies. The implications of these findings on ambulatory measurement of HRV using a commercially available PPG sensor to indicate health are discussed.

Although PPG sensors have strong mean HR measurement capabilities, the results from this study indicate poorer HRV capabilities. As expected, both ECG and PPG methods demonstrated similar mean R-R values with differences of less than 20 ms, reflecting established capabilities to estimate mean HR [17,20]. Examining beat-to-beat intervals using Bland-Altman plots, the mean error is close to zero (Figure 3). However, the wide variability of both under- and overestimated intervals indicates the presence of error-inducing factors, reflected in lower correlation (R\(^2\)) and large differences in calculated HRV metrics. Furthermore, Bland-Altman (Figure 3), time series (Figure 5), and Poincaré (Figure 6) plots indicate PPG sensing to trend toward underestimation errors.

The implications of PPG sensing errors on HRV metrics are highlighted in Table 3. pNN50 and LF/HF ratios were particularly sensitive to errors in point-to-point accuracy. PPG-derived estimates of pNN50 were poor, which corroborates previous reports of up to 30% error [12,21]. In addition, LF/HF ratio estimation errors were anticipated to be related to poorer HF estimates during the day arising from larger and more frequent (wrist) motion associated with regular activities of daily living. Across day and night collection conditions, SDNN estimates were similar when comparing ECG and PPG methods. SDNN has been shown to be associated with daytime occupational stress and has been hypothesized to demonstrate the parasympathetic autoregulation of the cardiac system in response to variations in cardiac output [45,46].

**Day Versus Night Collection**

When comparing day and night collection conditions, concurrent validity and HRV metrics indicate more accurate HRV estimates at night. Improved concurrent validity at night may be attributed to fewer errors related to ambient light changes at night [47,48], as presumably during sleep, the lighting conditions are...
consistently darker. An important distinction between day and night was the larger sample size at night, likely owing to a more consistent Bluetooth stream and reduced noise arising from stationary conditions at night (ie, sleeping, lying down). Although mean $R^2$ values (condition C: mean 0.34, SD 0.21; condition D: mean 0.34, SD 0.21) were highest during night collections, the range of improvements varied across participants. Conversely, paired $t$ tests revealed greater differences between PRV and HRV metrics (Table 3) at night. This may be attributed to the larger variability observed during the day, likely associated with a larger set and magnitude of motion during activities of daily living (compared with night). Considering significantly stronger concurrent validity measures (Table 2), coupled with smaller mean differences in HRV measures, we consider PRV estimates to better reflect HRV metrics at night. Although data collected at night may have improved concurrent validity, it is important to note that individuals may not have gone to bed or fallen asleep immediately after beginning the data collection. As a result, metrics taken at night may have captured features of wakefulness, such as shorter N-N intervals. For example, unaccounted for time in bed while remaining awake may have skewed the shape of the Poincaré plots as well as metric SD2.

**Impact of Editing**

Simple editing methods to improve PPG signals were examined in this study. PPG recordings are known to be affected by motion artifacts, contact force, posture, and ambient temperature [11]. Owing to the free-living nature of the study, the latter factors were not controlled. By adopting methods established by Morelli et al [28], RMSE improved by removing physiologically implausible intervals (condition B) and concurrent validity improved by deleting areas with rapid changes (condition C) at night. However, screening for motion artifacts using accelerometry signals (condition D) was ineffective at improving PPG-derived signals and HRV estimates. This is consistent with the findings by Baek and Shin [30], who were also unsuccessful in obtaining accurate long-term free-living recordings of wrist PPG using a custom device, even when performing deletions based on acceleration and P-P intervals differing by more than 15%. These findings, along with those by Georgiou et al [20], suggest that under unrestricted conditions, PRV is a poor estimator of HRV. Although other studies have looked to improve HRV estimation using alternative editing and correction methods [39,44,49], an exhaustive investigation of correction methods is beyond the scope of this study.

Our finding of relatively ineffective use of motion artifact compensation suggests that other factors affect PPG signals. For example, changes in respiration and peripheral vascular factors (ie, vascular volume, vasomotor activity, and vasoconstrictor waves) are known to affect the AC and DC frequency components of the PPG waveform [50]. In particular, the effect of peripheral vascular factors affects pulse transit time (PTT), or the time delay required for blood to travel between the heart and peripheral tissues [17]. Considering the range of daily activities (eg, body position changes [51], stress, and physical activity) lead to fluctuations in blood pressure [52], an assumed constant PTT is a likely source of error in estimating PRV parameters.

**Limitations**

The primary limitations of this study were the sample population and technical limitations of the devices. In this study, a convenience sample of 18- to 65-year-old participants with no known cardiac history participated. Although those with known cardiac conditions were excluded, the presence of underlying vascular disease in our cohort is unknown. As such, the findings may not be applicable to target disease populations. The impact of vascular conditions, such as atherosclerosis and cholesterol deposits in the arterial walls leading to decreased vessel compliance, which have been shown to alter pulse waveform from the classic triphasic pattern to mono- or biphasic patterns [53], remains to be examined. Although the number of participants was relatively small (n=10), the large number of within-participant samples (>1500 matched interval points per participant) and analyses supports the overall questions regarding sensor comparisons to estimate HRV.

The devices used in this study were limited in several ways. Both Shimmer3 and MB2 devices logged using separate device clocks, with potential for drift (approximately 1-2 s) over the course of a single trial. The devices were synchronized using an external mechanical stimulus (ie, 3 taps in 2 orientations) and by applying a data-driven delay estimate (ie, cross-correlation). Although these procedures have been used in previous studies with good results coupled with qualitative and quantitative observation of synchronized signals, the potential for dropped samples or desynchronization exists. The publicly available documentation for MB2 offers little to no insight into R-R interval processing or adjustment for when faced with motion artifacts and is no longer commercially available at the time of writing. Of note, signal drops were observed sporadically, including (1) large amplitude arm movements and (2) when MB2 was out of Bluetooth range from the smartphone for long periods (>10 min). We interpret these signal drops as obvious situations where motion artifacts and wireless communication are severely challenged with little to no impact on our findings. Furthermore, the resolution of RR intervals reported by MB2 was 10 ms, limiting accuracy similar to quantization error (ie, round-off errors). Given the large number of samples, resolution limitations are unlikely to affect mean values (eg, mean RR) but may increase variability (eg, RMSSD) estimates. However, the observed underestimation is unlikely to arise from quantization errors and are interpreted as systematic errors associated with the sensing method.

**Implications for Future Work**

Wearable technologies are becoming more sophisticated with commercially available products capable of providing consumers access to information previously limited to clinical settings, including HRV and ECG data to identify arrhythmias [54]. With this in mind, it is important to understand when and if the data can be considered valid and reliable. This study provides evidence that the relationship between PRV and HRV varies throughout the day, likely attributable to dynamic changes in the peripheral vasculature. The study findings suggest that PPG-derived measures of HRV are reasonable under particular
conditions (ie, at night), wherein this relationship is relatively stable for some HRV metrics (ie, SDNN and Poincaré axes). A deeper examination of factors modifying HRV estimation, particularly vascular factors, is yet to be conducted. As stated previously, our conclusions are drawn primarily from the HR and acceleration data. To further study these windows of high correlation in the future, other variables such as body temperature, cortisol levels, or a cognitive assessment of the participant’s mental state may be beneficial.

In future, examining more editing, correction, and interpolation techniques for interbeat intervals may enhance the interpretability and quality of the P-P intervals obtained from commercially available wearables [44,55-57]. This study found that published movement artifact reduction techniques did not significantly improve the quality of our data. As wearable technologies continue to become more advanced, future studies in this field would benefit from the use of improved hardware and more robust sensors. For example, PulseOn and Apple Watch, both commercially available wearable devices, use different strategies to improve the quality of their signals. PulseOn uses multiwavelength PPG to reduce the sensitivity to movement artifacts and ambient light disturbances [47,48], demonstrating 99.57% accuracy during sleep [47]. Considering the lack of peripheral vascular indicators to account for changes in PTT, the Apple Watch approach of directly acquiring R-R intervals using built-in or peripheral ECG sensors (Kardia Band, Alivecor) [58] is justifiable.

Conclusions

The objective of this study was to assess the validity of PRV measurements taken from a PPG sensor by comparing it with the HRV measurements taken from a portable ECG while individuals were engaged in activities of daily living and during sleep. Although PPG sensors demonstrated greater validity at night, overall concurrent validity was poor. HRV metrics pNN50 and LF/HF ratio were especially sensitive to errors in point-to-point accuracy. Increased editing via deletion improved the RMSE but had a small impact on $R^2$. In comparing editing and deletion methods, screening for motion artifacts using accelerometry signals to remove error-prone signals was largely ineffective in improving HRV estimates. The best results were obtained under condition C (moving average method) at night, with the highest mean $R^2$ values. Overall, the findings from this study suggest that PRV is a poor surrogate of HRV under free-living conditions. Findings from this study indicate that advances in hardware and wearable technologies, such as multiwavelength PPG sensors, are warranted to unleash the potential of PRV to serve as a proxy measure for HRV.
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ECG: electrocardiogram
HF: high-frequency power (0.15-0.40 Hz)
HR: heart rate
HRV: heart rate variability
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SD2: standard deviation of long (orthogonal to x=y) Poincaré plot axis
SDNN: standard deviation of all N-N intervals, also known as RRSD
Wt: mean change in triaxial acceleration
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Abstract

Background: Physical activity has been shown to decrease cardiovascular mortality and morbidity. Walking, a simple physical activity which is an integral part of daily life, is a feasible and safe activity for patients with heart failure (HF). A step counter, measuring daily walking activity, might be a motivational factor for increased activity.

Objective: The aim of this study was to examine the association between walking activity and demographic and clinical data of patients with HF, and whether these associations could be used as predictors of walking activity.

Methods: A total of 65 patients with HF from the Future Patient Telerehabilitation (FPT) program were included in this study. The patients monitored their daily activity using a Fitbit step counter for 1 year. This monitoring allowed for continuous and safe data transmission of self-monitored activity data.

Results: A higher walking activity was associated with younger age, lower New York Heart Association (NYHA) classification, and higher ejection fraction (EF). There was a statistically significant correlation between the number of daily steps and NYHA classification at baseline ($P=.01$), between the increase in daily steps and EF at baseline ($P<.001$), and between the increase in daily steps and improvement in EF ($P=.005$). The patients’ demographic, clinical, and activity data could predict 81% of the variation in daily steps.

Conclusions: This study demonstrated an association between demographic, clinical, and activity data for patients with HF that could predict daily steps. A step counter can thus be a useful tool to help patients monitor their own physical activity.

Trial Registration: ClinicalTrials.gov NCT03388918; https://clinicaltrials.gov/ct2/show/NCT03388918

International Registered Report Identifier (IRRID): RR2-10.2196/14517

KEYWORDS
heart failure; cardiovascular rehabilitation; step counters; physical activity; telerehabilitation

Introduction
Cardiovascular diseases account for 13%-15% of all deaths worldwide and 24.8% in Europe and are thereby the leading cause of mortality [1-4]. Heart failure (HF) is one of the most common cardiovascular causes of mortality [4,5], with a prevalence of 0.4%-2% among the general population and 2.3%-16% among people aged over 75 [6]. Physical activity has been proven to decrease cardiovascular mortality and morbidity [3,7,8] and has therefore been a main focus of rehabilitation programs targeting lifestyle changes [3,7] in order to improve patient recovery. Generally, cardiac rehabilitation includes interventions such as physical activity, improved diet, and weight control, with the aim of improving patients’ recovery, functional capacity, psychosocial well-being, and quality of life [3,9,10]. However, participation in rehabilitation programs is often low. In order to increase adherence, rehabilitation programs have been introduced that are more accessible and individualized for the patient, such as home-based cardiac rehabilitation programs involving cardiac telehabilitation [3,11,12]. Telerehabilitation is defined as rehabilitation activities using information and communication technologies [13].

Walking, a simple physical activity, is an integral part of our daily routine [14] and is suitable for cardiac patients. Walking is both safe and feasible for almost all patients with HF [3]. Today, many self-tracking devices provide information to users regarding their walking activity, such as the number of steps, and may therefore assist patients to monitor their walking. Such self-tracking devices are based on sensor technologies that allow continuous monitoring of physiological data by the walker in the context of everyday life [12]. Telemonitoring concepts including smart device–based monitoring, especially measurements of physical activity, are considered to be beneficial for patients with HF [3,12,15].

People are considered physically active if they perform more than 30 minutes of moderate to intense physical activity per day; this would be equivalent to approximately 7000-10,000 steps per day [3,8]. However, studies of walking activity among cardiac patients have found that these patients walked a mean number of 5889 [3], 7027 [15], and 5869 [12] daily steps. These 3 studies included patients suffering from acute coronary syndrome, coronary artery disease [15], and HF [12], as well as those who underwent coronary artery bypass repair or valve replacement [3].

Bäck et al [15] presented a step index that describes the walking activity for cardiac patients, in which less than 3000 steps per day represent low activity, 3000-9999 steps per day represent medium activity, and over 10,000 steps per day represent high activity. Bäck et al [15] found that 11.18% of the study population had a low activity level, 69.65% a medium activity level, and 19.17% a high activity level. This same tripartite classification was also used by Thorup et al [3] to categorize the walking activity of cardiac patients, where 22% of the study population were classified as having a low activity level, 64% medium, and 14% high.

Based on the initial findings from the research literature and from pilot studies, the Future Patient Telerehabilitation (FPT) program proposed a new approach to telerehabilitation for patients with HF to increase their quality of life and educate them to monitor any worsening of their symptoms. The patients used self-tracking devices for monitoring physical activity, blood pressure, sleep, respiration, and pulse [11]. In the FPT program, recorded data from the daily measurements were available on a shared web platform called the HeartPortal used by patients, their relatives, and health care professionals [11].

In this paper, we report on a substudy of FPT focusing on the walking activity of patients with HF in a telerehabilitation program over 1 year. Our aim is to explore (1) the duration of usage of the step counter devices; (2) the eventual increase in the average number of daily steps; (3) the correlation between the number of daily steps with ejection fraction (EF), New York Heart Association (NYHA) class [16], and age, respectively; and (4) whether baseline EF, NYHA class, age, or gender can be used to predict the daily number of steps.

Methods
Future Patient Telerehabilitation Program
This substudy utilizes the data from the intervention group that received telerehabilitation (TR group) of the FPT (ClinicalTrials.gov: NCT03388918 and the Danish Ethical Committee: N-20160055). The TR group participated in the telerehabilitation program, whereas the control group followed a conventional rehabilitation program at the health care center. The intervention in the FPT consisted of 3 phases: (1) Education and titration of medicine (0-3 months), (2) Telerehabilitation in health care center or call center (approximately 3 months), (3) Daily monitoring via telerehabilitation (approximately 6 months), corresponding to a follow-up of 12 months [11].

During the participation period, the patients in the TR group received a blood pressure device, weight scale, sleep sensor, step counter, and an iPad. In addition, they were also given access to the HeartPortal, which is a digital toolbox developed on the basis of patient feedback [17], that functions as an interactive learning module. The HeartPortal consists of (1) an interactive information site for patient education, (2) a communication platform enabling patients to communicate directly with health care professionals via online messages, (3) visualization of measured values, and (4) patient-reported outcomes data [11].

Based on the study by Munck et al [18], evaluating self-tracking devices for telerehabilitation of patients with HF, Fitbit step counters were used in the FPT, as these received the highest user evaluation and the lowest step count error percentages. The choice of the Fitbit device is consistent with the systematic review by Bunn et al [19], which concludes that Fitbit products
are generally more accurate regarding step counting compared with other wearable physical activity trackers [19].

Participants and Recruitment
The target group of the FPT included patients diagnosed with HF according to the NYHA class I-IV. The patients were recruited from cardiology wards at hospitals in 4 Danish cities, all of which were part of the Regional Hospital Central Jutland [11]. Patients were eligible for the study if (1) they were diagnosed with HF according to NYHA class I-IV, hereof a maximum of 20% of the patients were allowed from NYHA class I, and had experienced an HF-related hospitalization or visit to the outpatient clinic within the past 2 weeks; (2) the patient was 18 years of age or older; (3) the patient had to live in Viborg, Skive, Silkeborg, or Randers municipality; (4) the patient was living at home and capable of caring for himself/herself; (5) they had basic computer skills or a relative who had basic computer skills; and (6) the patient was able to sign an informed consent form. Furthermore, patients were excluded if they (1) were pregnant; (2) had a drug addiction defined as the use of cannabis, opioids, or other drugs; (3) had previous neurologic, musculoskeletal, or cognitive disability or active psychiatric history (as noted in the medical record) other than depression or anxiety related to cardiac or other chronic illness; (4) lacked the ability to cooperate; or (5) did not speak Danish.

In total, 140 patients were included in the FPT, of which 70 patients were randomly allocated to the TR group and 70 to the control group [11]. Of the 70 patients from the TR group, 65 completed the FPT program. Figure 1 (CONSORT [Consolidated Standards of Reporting Trials] diagram) illustrates the randomization procedure, follow-up, and drop out reasons for the TR group. Multimedia Appendix 1 provides CONSORT-EHEALTH (Randomized Controlled Trials of Electronic and Mobile Health Applications and Online TeleHealth) checklist.
Walking Activity

One of the clinical measures used in the FPT was the patients’ activity level, which was recorded using a Fitbit step counter, either Fitbit Zip or Fitbit Charge HR [11]. These step counters were selected based on the results presented in Munck et al [18], which found these Fitbit step counters to have the lowest error margin. Both devices calculate steps based on data from the internal 3-axis accelerometer, and the step data were acquired every 20 minutes using application programming interface (API). All patients were asked to wear the step counter during all waking hours, from 8 am to 9 pm, during the course of the project period.

To account for single days of missing values from the step counters, the median value of daily steps during a week has been evaluated and used as the indicator of the general activity level for the patient for that particular week.
The duration of time in which the patients have used the step counters was defined as the number of active days compared to (1) the total number of days enrolled in the study, (2) EF, and (3) NYHA classification. So-called active days have been defined as days with more than 100 steps per day. This 100-step cut-off point was the same as that presented in Thorup et al [3], in order to avoid faulty measurements when the step counter was moved around but not worn. In addition, activity levels were classified as low, medium, or high, following Bäck et al [15].

Data Acquisition
Clinical data (weight, blood pressure, heart rate, EF determined through a standardized transthoracic echocardiography, NYHA classification, and etiology of HF) and sociodemographic data (age, gender, civil status, education level, and work status) were acquired from the patient’s medical journal or through self-reporting. Data on the patient’s daily activity were acquired from Fitbit every 20 minutes using API and consisted of the number of steps taken.

Statistical Analysis
Prior to analysis, data were examined regarding the normality of the distribution using a Shapiro–Wilk test. To investigate how long the patients chose to use the step counter and the progression of steps, a one-way analysis of variance (ANOVA) with repeated measures was used.

The association between the activity and clinical parameters was investigated using Pearson correlation coefficient, which determines the covariance of 2 variables divided by the product of their standard deviations. A linear hierarchical regression analysis was used to determine whether demographic, clinical, and activity parameters can be used to explain a statistically significant amount of variance in the mean number of steps. These were presented in different blocks, of which the first block contained demographic data (age and gender), the second block contained clinical data (baseline EF and baseline NYHA), and the third block contained activity data (baseline number of daily steps).

The statistical analysis was performed using SPSS Statistics version 25 (IBM, Inc.).

Results
Patient Characteristics
The patient characteristics of the TR group are presented in Table 1.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Values</th>
<th>Follow-up (a) (N=65)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years) by gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Men</em> (n=49)</td>
<td>Mean (SD) 61.71 (10.49)</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Range 35-81</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>25th-75th percentile 56.5-69</td>
<td>—</td>
</tr>
<tr>
<td><em>Women</em> (n=16)</td>
<td>Mean (SD) 60.31 (11.31)</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Range 43-81</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>25th-75th percentile 51.5-69.75</td>
<td>—</td>
</tr>
<tr>
<td><strong>Men and women</strong> (n=65)</td>
<td>Mean (SD) 61.37 (10.63)</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>Range 35-81</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td>25th-75th percentile 55-69</td>
<td>—</td>
</tr>
<tr>
<td><strong>Clinical parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Weight</strong> (n=16)</td>
<td>Mean (SD) 85.19 (20.55)</td>
<td>84.53 (22.37)</td>
</tr>
<tr>
<td></td>
<td>Range 56-166</td>
<td>51.60-168</td>
</tr>
<tr>
<td></td>
<td>25th-75th percentile 70.03-98.5</td>
<td>69.53-96.65 (n=54)</td>
</tr>
<tr>
<td><strong>Systolic blood pressure (mmHg)</strong> (n=65)</td>
<td>Mean (SD) 124.17 (17.62)</td>
<td>116.98 (16.45)</td>
</tr>
<tr>
<td></td>
<td>Range 84-172</td>
<td>83-152</td>
</tr>
<tr>
<td></td>
<td>25th-75th percentile 112.75-134.25</td>
<td>105-128.25 (n=40)</td>
</tr>
<tr>
<td><strong>Diastolic blood pressure (mmHg)</strong> (n=65)</td>
<td>Mean (SD) 79.08 (11.14)</td>
<td>72.45 (10.08)</td>
</tr>
<tr>
<td></td>
<td>Range 48-122</td>
<td>46-93</td>
</tr>
<tr>
<td></td>
<td>25th-75th percentile 70.75-86</td>
<td>66.50-78.75 (n=40)</td>
</tr>
<tr>
<td><strong>Heart rate (beats/minute)</strong> (n=65)</td>
<td>Mean (SD) 78.35 (17.72)</td>
<td>68.11 (16.36)</td>
</tr>
<tr>
<td></td>
<td>Range 46-119</td>
<td>41-116</td>
</tr>
<tr>
<td></td>
<td>25th-75th percentile 66-90.5</td>
<td>57-77 (n=40)</td>
</tr>
<tr>
<td><strong>Ejection fraction (%)</strong> (n=65)</td>
<td>Mean (SD) 31.74 (8.54)</td>
<td>43.50 (7.25)</td>
</tr>
<tr>
<td></td>
<td>Range 10-45</td>
<td>20-60</td>
</tr>
<tr>
<td></td>
<td>25th-75th percentile 25-40</td>
<td>40-50 (n=65)</td>
</tr>
<tr>
<td><strong>NYHA(^b), n (%)</strong></td>
<td>I 10 (15)</td>
<td>26 (40)</td>
</tr>
<tr>
<td></td>
<td>II 41 (63)</td>
<td>35 (54)</td>
</tr>
<tr>
<td></td>
<td>III 12 (18)</td>
<td>4 (6)</td>
</tr>
<tr>
<td></td>
<td>IV 2 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Etiology of heart failure, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variable</td>
<td>Values Baseline (N=65)</td>
<td>Follow-up (N=65)</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>------------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Ischemic</td>
<td>30 (46)</td>
<td>—</td>
</tr>
<tr>
<td>Idiopathic</td>
<td>17 (26)</td>
<td>—</td>
</tr>
<tr>
<td>Hypertension</td>
<td>6 (9)</td>
<td>—</td>
</tr>
<tr>
<td>Valvular heart disease</td>
<td>8 (12)</td>
<td>—</td>
</tr>
<tr>
<td>Alcoholic</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Postpartum</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Chemotherapy</td>
<td>0 (0)</td>
<td>—</td>
</tr>
<tr>
<td>Other etiology</td>
<td>18 (28)</td>
<td>—</td>
</tr>
</tbody>
</table>

**Recruitment, n (%)**
- During hospitalization: 22 (34)
- From visit in outpatient clinic: 43 (66)

**Civil status, n (%)**
- Single: 23 (35)
- Married/Living with a partner: 42 (65)

**Education, n (%)**
- Primary school: 4 (6)
- Unskilled: 15 (23)
- Skilled: 30 (46)
- High school: 5 (8)
- Bachelor’s degree: 9 (14)
- Master’s degree: 1 (2)
- PhD+: 1 (2)

**Work status, n (%)**
- Unemployed: 0 (0)
- Sick leave: 19 (29)
- Works under 20 hours/week: 5 (8)
- Works 20-36 hours/week: 2 (3)
- Works full-time 37 hours/week: 9 (14)
- Retired: 30 (46)

There are missing data from some patients for the clinical parameters at follow-up. The number of patients, for whom the data were available within 2 months prior to follow-up, is stated in parentheses.


**Usage of Step Counter**

Table 2 focuses on activity and its relation to clinical and demographical data. The overall period during which the patients used the step counter in relation to their activity level is shown in Table 2. This duration is presented as the total number of days in which the patients were enrolled in the study and the number of active days in which they were using the step counter. Also presented in the table are their EF and NYHA classifications and gender with regard to the different activity levels.
Table 2. Duration of step counter use with regard to the patients' activity levels.

<table>
<thead>
<tr>
<th>Variable</th>
<th>All patients</th>
<th>Activity level (steps/day)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Low (&lt;2999)</td>
<td>Medium (3000-9999)</td>
<td>High (≥10,000)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of patients</td>
<td>65</td>
<td>8</td>
<td>47</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Days using step counter, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total days</td>
<td>358.18 (54.57)</td>
<td>384.13 (61.53)</td>
<td>358.04 (56.77)</td>
<td>338.1 (26.61)</td>
<td>.208</td>
<td></td>
</tr>
<tr>
<td>Active days</td>
<td>317.91 (86.34)</td>
<td>310.63 (90.11)</td>
<td>319.32 (92.32)</td>
<td>317.10 (55.42)</td>
<td>.966</td>
<td></td>
</tr>
<tr>
<td>Activity days/total days (%)</td>
<td>88.65 (19.75)</td>
<td>81.00 (20.56)</td>
<td>88.74 (20.12)</td>
<td>94.40 (16.94)</td>
<td>.365</td>
<td></td>
</tr>
<tr>
<td>Clinical variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ejection fraction (%), mean (SD)</td>
<td>31.74 (8.54)</td>
<td>30.31 (8.50)</td>
<td>32.19 (8.60)</td>
<td>30.75 (8.98)</td>
<td>.788</td>
<td></td>
</tr>
<tr>
<td>NYHA classification, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.057</td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>10 (100)</td>
<td>0 (0)</td>
<td>8 (80)</td>
<td>2 (20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>41 (100)</td>
<td>4 (10)</td>
<td>31 (76)</td>
<td>6 (15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>III</td>
<td>12 (100)</td>
<td>3 (25)</td>
<td>7 (58)</td>
<td>2 (17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV</td>
<td>2 (100)</td>
<td>1 (50)</td>
<td>1 (50)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.659</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>49 (100)</td>
<td>5 (10)</td>
<td>36 (73)</td>
<td>8 (16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>16 (100)</td>
<td>3 (19)</td>
<td>11 (69)</td>
<td>2 (13)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Table 2 shows that overall, patients used the step counter 88.65% of the total period in which they were enrolled in the study, and that the time interval in which they use the step counter increased in line with increases in the activity level.

Increase in the Number of Daily Steps

During all 3 rehabilitation phases, the patients walked a mean number of 6962.81 (SD 3630.74) daily steps, with a minimum of 227 daily steps and a maximum of 25,499 daily steps. The mean number of daily steps during the 3 different phases were 5868.56 (SD 3912.34) daily steps in phase I, 7233.89 (SD 4197.36) daily steps in phase II, and 7338.58 (SD 4359.67) daily steps in phase III. These mean values are calculated from the different phases which had a duration of 0-3 months in phase I, 3 months in phase II, and 6 months in phase III. A one-way ANOVA with repeated measures showed that the mean number of steps was not significantly different across the 3 phases ($F_{2,62}=1.137$, $P=.318$). Furthermore, a one-way ANOVA with repeated measures using gender ($F_{2,62}=0.015$, $P=.978$), EF ($F_{2,62}=2.585$, $P=.87$), and NYHA classification ($F_{2,62}=2.229$, $P=.119$) as covariates showed that the mean number of steps was not significantly different across the 3 phases.

Figure 2 presents the mean number of daily steps in bar plots with regard to the gender of the patients, the 3 phases of the FPT, EF with a threshold of 30%, and the patient’s NYHA classification.
Figure 2. Bar plots of the mean number of steps with regard to (A) gender, (B) phase of the study, (C) EF, and (D) NYHA classification. The SDs are illustrated as error bars. Note: Only 63 of the 65 patients used their step counter in phase III. Hence, the mean numbers of steps illustrated in B is only a mean from these 63 patients. EF: ejection fraction; NYHA: New York Heart Association.

Although none of the differences in means are statistically significant, tendencies appear in the plots with regard to gender, EF, and NYHA. Between males and females, it appears that males have a higher mean number of daily steps than females, patients with an EF lower than 30% walk less than patients with an EF over 30%, and patients with a lower NYHA classification walk more than patients with a higher NYHA classification.

Correlation Between Daily Steps and Clinical Parameters

The correlation between daily steps and demographic and clinical parameters was investigated using Pearson correlation coefficient. The investigated parameters were age, gender, baseline EF, change in EF, baseline NYHA, change in NYHA, mean number of steps, and change in number of daily steps. The correlation values ($r$) and corresponding $P$ values are presented in Table 3.
Table 3. Pearson correlation coefficients (r) and significance levels.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Age</th>
<th>Gender</th>
<th>Baseline EF&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Change in EF</th>
<th>Baseline NYHA&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Change in NYHA</th>
<th>Mean number of daily steps</th>
<th>Change in daily steps</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1.000</td>
<td>0.057</td>
<td>-0.105</td>
<td>-0.123</td>
<td>0.093</td>
<td>-0.044</td>
<td>-0.188</td>
<td>-0.112</td>
</tr>
<tr>
<td>Gender</td>
<td>1.000</td>
<td>0.033</td>
<td>0.052</td>
<td>-0.187</td>
<td>-0.065</td>
<td>0.140</td>
<td>0.003</td>
<td></td>
</tr>
<tr>
<td>Baseline EF</td>
<td>1.000</td>
<td>0.071</td>
<td>-0.742&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.224&lt;sup&gt;d&lt;/sup&gt;</td>
<td>-0.198</td>
<td>0.071</td>
<td>-0.427&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Change in EF</td>
<td>1.000</td>
<td>0.096</td>
<td>0.120</td>
<td>0.314&lt;sup&gt;e&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline NYHA</td>
<td>1.000</td>
<td>0.581&lt;sup&gt;c&lt;/sup&gt;</td>
<td>-0.288&lt;sup&gt;f&lt;/sup&gt;</td>
<td>0.116</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in NYHA</td>
<td>1.000</td>
<td>0.033</td>
<td>0.065</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean number of daily steps</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Change in daily steps</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>EF: ejection fraction.
<sup>b</sup>NYHA: New York Heart Association.
<sup>c</sup>P<.001.
<sup>d</sup>P=.037.
<sup>e</sup>P=.005.
<sup>f</sup>P=.010.

Based on the correlation coefficients and significance levels in Table 3, a statistically significant correlation of \( P<.05 \) appears between the following variables: (1) the baseline EF and change in EF, (2) the baseline EF and baseline NYHA, (3) the baseline EF and change in the number of daily steps, (4) change in EF and change in the number of daily steps, (5) the baseline NYHA and change in NYHA classification, and (6) the baseline NYHA classification and mean number of daily steps.

Regression Analysis

Hierarchical regression analyses have been performed with the following purposes: (1) predicting the variation in the mean number of steps and (2) predicting the variation in the change in EF. Both analyses consisted of 3 models in which demographic data were entered in the first block, clinical data in the second block, and activity data in the third block. The results from the analyses are presented in Table 4.
Table 4. Hierarchical regression analyses to predict the mean number of steps, depicted as model statistics and coefficients.

<table>
<thead>
<tr>
<th>Model and variables</th>
<th>Prediction of variation in the mean number of steps</th>
<th>Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Test statistics</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$R^2$</td>
<td>$\Delta R^2$</td>
</tr>
<tr>
<td>1</td>
<td>0.058</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.119</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.810</td>
<td>0.691</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>aEF: ejection fraction.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bNYHA: New York Heart Association.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c$P&lt;.05$.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The squared correlations ($R^2$) shown in Table 4 indicate the proportion of variation accounted for when using the variables listed under the model numbers, which in these cases increases with the complexity of the model. The result in model 3 prove that 81% of the variation in the mean steps can be predicted. The correlation for model 3 is highly influenced by the baseline EF and baseline steps variables, as these were the statistically significant predictors ($P=.006$ and $P<.001$, respectively), based on the $P$ values.

Discussion

Principal Findings

The aim of this FPT substudy was to investigate the walking activity of patients with HF participating in a tele-rehabilitation program for 1 year as measured by step counters. There was no statistically significant difference ($P>.05$) between the mean number of daily steps in the 3 phases of the intervention. This may be due to the step counters not being designed to capture different modes of physical activity (eg, cycling and swimming). As a result, not all physical activities may have been documented.

This study has shown a significant correlation between the mean number of daily steps and NYHA classification ($P=.01$), between the increase in daily steps and EF ($P<0.001$), and between the increase in daily steps and reduction in EF ($P=.005$). These correlations indicate a relationship between a higher level of physical activity and an improvement in the HF condition. Furthermore, the findings indicate that demographic, clinical, and activity data can be used to predict 81% of the variation in the mean number of daily steps.

A study by Albert et al [20] investigating the requirements from patients with HF regarding devices for monitoring their health and activity found that the patients with HF requested devices that could give them immediate feedback and an overview of data over time [20]. In our study, we used 2 Fitbit step counters, both of which fulfilled these requests. Hence, they gave the patients immediate feedback through the device and an overview of their own data using the HeartPortal [17]. These commercially available devices could therefore be used to encourage the patients to be more active in their daily lives. During this period, the patients participated in a mean total duration of 358.18 (SD 54.57) days, and they used the step counters for mean 88.65% (SD 19.75%) of this time (they were asked to use the Fitbits every day). However, the percentage of time using the step counter differed between the predefined activity levels because patients with a low activity level used the step counter for 81.00% (SD 20.56%) of the participation period, whereas those patients with a high activity level used the step counter for 94.40% (SD 16.94%) of the participation period. These results seem to indicate that a higher adherence is associated with a higher activity level. These findings are consistent with those reported by Thorup et al [3], wherein 72% of the low-activity level cardiac patients walked a minimum of 100 steps with a Fitbit step counter, compared to 88% of those with a medium activity level and 91% of those with a high activity level.
The patients in the FPT walked a mean number of 6962.81 steps daily, which is approximately the same as the mean number of 7027 daily steps reported by Bäck et al [15], whose study also included patients with coronary artery disease. However, the mean number of steps in this study is higher than the mean number of 5889 and 5869 steps reported by Thorup et al [3] and Werhahn et al [12], who either included different cardiac patients (including patients with HF) or only patients with HF.

The hierarchical regression analyses demonstrated that it is possible to predict 81% of the variation in the mean daily steps. However, only the baseline EF (P=0.006) and the baseline number of daily steps (P<0.001) were statistically significant predictors when predicting variation in the mean number of daily steps.

The relations between clinical variables and daily steps presented in this study can be of value in clinical practice first for the patients. Besides, in collaboration with health care professionals, these data can help facilitate the rehabilitation of patients with HF. This is in alignment with a previous study conducted by the Laboratory for Welfare Technology, which reported that the use of step counters motivated cardiac patients to do more physical activity and made the physical activity visible for the patient [21]. A qualitative study by Andersen et al [22] showed that activity data from wearable devices used by cardiac patients may be a tool for self-care.

To our knowledge, no other studies have included patients with HF and measured and analyzed step counts over a 1-year period.

Limitations
Some limitations of this study should be considered. The echocardiograph was not blinded for other clinical information, which may have led to biases. Two different kinds of step counters were used due to patient preferences. However, the 2 types of step counters used in the FPT were among those models with the lowest error margin, as described in Munck et al [18], and are therefore considered valid.

Conclusions
The patients in this study who walked more tended to be of a younger age, had lower NYHA classification, and a higher EF. There was a statistically significant correlation between the mean number of daily steps and the NYHA classification at baseline (P=0.01), between the increase in daily steps and EF at baseline (P<0.001), and between the increase in daily steps and improvement in EF (P=0.005). The patients’ demographic, clinical, and activity data can be used to predict 81% of the variation in the mean number of daily steps. These results suggest that a step counter may be a useful tool for patients in helping them to monitor their own physical activity during a telerehabilitation program and a means to help enhance their recovery.
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Abstract

Background: Due to the COVID-19 pandemic, the demand for remote electrocardiogram (ECG) monitoring has increased drastically in an attempt to prevent the spread of the virus and keep vulnerable individuals with less severe cases out of hospitals. Enabling clinicians to set up remote patient ECG monitoring easily and determining how to classify the ECG signals accurately so relevant alerts are sent in a timely fashion is an urgent problem to be addressed for remote patient monitoring (RPM) to be adopted widely. Hence, a new technique is required to enable routine and widespread use of RPM, as is needed due to COVID-19.

Objective: The primary aim of this research is to create a robust and easy-to-use solution for personalized ECG monitoring in real-world settings that is precise, easily configurable, and understandable by clinicians.

Methods: In this paper, we propose a Personalized Monitoring Model (PMM) for ECG data based on motif discovery. Motif discovery finds meaningful or frequently recurring patterns in patient ECG readings. The main strategy is to use motif discovery to extract a small sample of personalized motifs for each individual patient and then use these motifs to predict abnormalities in real-time readings of that patient using an artificial logical network configured by a physician.

Results: Our approach was tested on 30 minutes of ECG readings from 32 patients. The average diagnostic accuracy of the PMM was always above 90% and reached 100% for some parameters, compared to 80% accuracy for the Generalized Monitoring Models (GMM). Regardless of parameter settings, PMM training models were generated within 3-4 minutes, compared to 1 hour (or longer, with increasing amounts of training data) for the GMM.

Conclusions: Our proposed PMM almost eliminates many of the training and small sample issues associated with GMMs. It also addresses accuracy and computational cost issues of the GMM, caused by the uniqueness of heartbeats and training issues. In addition, it addresses the fact that doctors and nurses typically do not have data science training and the skills needed to configure, understand, and even trust existing black box machine learning models.
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Introduction

Background

An electrocardiogram (ECG) is a medical test that records the electrical activities of the heart. It is widely used by medical practitioners for diagnosing cardiac conditions by detecting irregular heart rhythms and abnormalities [1]. In some cases, arrhythmic heartbeats can be lethal and the risk of sudden death is significant without remote patient monitoring (RPM) [2]. Therefore, it is highly desirable for patients to have an efficient ECG remote monitoring system that can identify life-threatening situations and send alerts to their health care providers [3]. Lately, the demand for remote ECG monitoring has increased drastically because of the COVID-19 pandemic. To prevent the...
spread of the virus and keep individuals with less severe cases out of hospitals, more patients are having heart disease diagnosed and monitored remotely, while at home. The accuracy of the ECG signal classifier is becoming more important because false alarms can overwhelm the system. Therefore, classifying the ECG signals accurately and sending alerts to health care professionals in a timely fashion are urgent problems that need to be addressed.

The classification of ECG signals is an extremely challenging problem as there are no defined optimal classification rules. Many researchers have focused on developing different machine learning models, such as Bayesian framework [4], random forest [5], gradient boosting [6], ensemble boosting [7], and support vector machine [8], among others, and achieved relatively high accuracy. To extract different features for models, various techniques were proposed, such as principal component analysis [9-12], wavelet transform [13], and filter banks [14]. Deep learning methods such as deep neural networks [15], convolutional neural networks [16-20], and recurrent neural networks [21] are also applied extensively to classification problems. Deep learning can be a powerful tool for solving cognitive problems [22], but accurately training such models requires large amounts of labeled data [23]. For clinical applications, due to limited patient contact, variation in medical care, and privacy issues, getting a large amount of high-quality data can be very challenging [24], and the efficacy of deep learning methods can be greatly affected by the lack of training data [25-29]. According to Chen et al’s [30] investigation of the training time of deep learning and machine learning methods, deep learning requires a longer training time compared to conventional machine learning algorithms. In addition, building and maintaining the computational infrastructure required for deep learning can be too costly for small health care organizations to implement. Thus, a less computationally expensive method is needed to effectively resolve the issue.

Another limitation of deep learning methods is that the models are not able to capture the individuality of the ECG features and patterns [31]. Most of the deep learning models are generalized models and are not able to be built to the individual level due to a lack of data [26]. However, each patient has unique heartbeats and the waveforms can be completely different on an individual level. Hence, accuracy might be an issue for these models when using real-time data. Traditional machine learning methods usually require more effort related to data preprocessing and feature engineering compared to deep learning models [29]. In addition, they tend to be like black boxes to medical practitioners without a data science background. The lack of interpretability can hinder health care providers’ decision making process and communication with patients.

In this paper, we propose a Personalized Monitoring Model (PMM) for ECG monitoring based on motif discovery to address the abovementioned challenges. Motif discovery is a method for analyzing large amounts of time series data. In the health care domain, it has been used for trend analysis and data summarization [32]. Motifs are defined as frequently recurring patterns in certain time series [33]. In a motif discovery process, a similarity search is conducted based on a certain similarity threshold to detect and locate previously defined patterns. In a similarity search, the distances between time series subsequences are calculated, which indicates how similar two subsequences are.

### Objectives

The primary aim of this research is to create a robust and easy-to-configure solution for monitoring ECG signals in real-world settings. We developed a technique for building personalized prediction models to address the limitations of generalized models [31]. The main strategy of the model is to extract personalized motifs for each patient and use the motifs to predict the rest of the readings of that patient using an artificial logical network. By performing a systematic analysis and evaluation, we will investigate the hypothesis that the proposed PMM is more accurate and efficient than generalized models. In most cases, doctors and nurses do not have a data science background and the existing machine learning models might be difficult to configure. Hence, a new technique will be required as RPM becomes more common, as has occurred due to the COVID-19 pandemic. The main goal is to develop a technique that allows doctors, nurses, and other medical practitioners to easily configure a personalized model for RPM. The proposed model can be easily understood and configured by medical practitioners, since it requires less training data and fewer parameters to configure.

### Methods

In this section, we discuss the proposed PMM for ECG data in detail. The process includes time series sampling, personalized motif discovery, and motif-based prediction using an artificial logical network.

#### Time Series Sampling

We treated each patient’s ECG measures as individual data; the recording is a time series. An ECG is a medical test that detects heart problems by measuring the electrical activity generated by the heart as it contracts. An ECG complex is composed of different components, or waves, that represent the electrical activity in specific regions of the heart. ECG readings from healthy hearts have a characteristic shape. If the ECG reading is a different shape, that could suggest a heart problem.

During this stage, there is an important parameter, $t$, which represents the training ratio ($0 < t < 1$) and affects the sampling process. Before starting to discover motifs, each individual patient’s ECG time series was sampled as individual training data. $L$ represents the length of each patient’s ECG time series. Based on the value of the training ratio $t$, we used Equation 1 to calculate the length of time series $S$ we should take from the whole ECG reading of each patient:

$$S = L \times t (1)$$

As calculated, we took the first $S$ length of time series from the ECG readings of each individual patient as the individual training sample data to generate the personalized motifs. During sampling, we started from the first point of the patient’s ECG time series and sampled until the length of sample reached the expected sample size $S$. We then divided the sampled ECG data...
into $M$ subsequences based on Equation 2 and each subsequence was regarded as a pattern unit.

$$M = S/180 \quad (2)$$

In Equation 2, the number 180 is the sampling rate of the ECG recording device. It partitions the ECG into heartbeats with sufficient precision of intervals for heart rate variability analysis [34]. Figure 1 shows an ECG sample with 1800 points from one of the patients.

**Personalized Motif Discovery**

After sampling, we discovered personalized motifs from the $M$ subsequences sampled from an individual patient. For this model design, we needed to consider two major parameters that could affect the performance of motif discovery: (1) $r$, the time series similarity threshold and (2) $k$, the number of motifs.

We calculated all Euclidean distances between each subsequence and generated motif candidates. In each motif circle/cluster, the distances from the central subsequence to other subsequences that belong to the same motif circle must be less than $r$ and all motif circles cannot share the same subsequence, as proposed by a previous paper [35] and as shown in Figure 1. In Figure 2, each black dot represents each subsequence and each red dot represents the central subsequence in that motif circle. We supposed $k=3$, as we can see 1-motif has the most subsequences, 2-motif has the second most, and 3-motif has the fewest subsequences. All motif circles have the same radius $r$. The distance between the red central subsequence of 1-motif and the red central subsequence of 2-motif is more than $2r$, and these naturally do not share the same subsequence. However, the distance between the central subsequence of 1-motif and the central subsequence of 3-motif is less than $2r$, but they do not share the same subsequence, which is allowable during motif discovery. In this example, the 3 red central subsequences are the 3 extracted motifs.

**Figure 1.** ECG sample. ECG: electrocardiogram.

**Figure 2.** Subsequence motifs ($k=3$).
Based on this strategy of motif discovery, we generated all motif circle candidates from the $M$ subsequences. Based on the parameter $k$, which is the number of motifs, we only kept the first $k$ motif circles and used the central subsequences of all these $k$ motif circles as our extracted heartbeat motifs. From this stage, we obtained $k$ personalized motifs for each individual patient.

**Motif-Based Prediction Using an Artificial Logical Network**

We used the generated $k$ personalized motifs to predict the rest of the ECG readings for each corresponding patient. For example, suppose we have two types of heartbeats (N and V) and need to predict which type (N or V) the test subsequence belongs to. Following the personalized motif discovery, we generated $k$ of N motifs and $k$ of V motifs from the sampled subsequences of each individual patient. The generated N and V motifs were organized into an artificial logical network where each N and V motif is a dedicated evaluation node, as shown in Figure 3. For the remaining subsequences of that patient, we then tested each subsequence by comparing its distance to all N motifs and V motifs in the artificial logical network. A simple logical rule was applied to select the closest one as the predicted type of test subsequence. Finally, we predicted all labels for the rest of the subsequences of that patient. If the subsequences did not meet the matching criteria of any of the N and V nodes, the logical rule identified them as new anomalies for future learning. The combination of dedicated motif comparison and logical rules allows us to easily build a prediction system.

**Figure 3.** Motif-based prediction using an artificial logical network.

### Results

#### Benchmark Data

For this benchmark data, we used 32 patients’ ECG measures; each measure contained 30 minutes of ECG readings from each patient. In the data set, there were 5 different types of heartbeats (V, N, A, F, and S). The V pathology is expected to be morphologically different than the normal N. To detect the A pathology, we needed to monitor the frequency of the heartbeats and identify the heartbeats that appeared faster than expected. The F pathology is also expected to have a different morphology than the normal N. The S pathology is related to heart rhythm abnormalities that may not drastically change the morphology, but its occurrence is out of rhythm. Before training and testing the models, we removed the “noisy” heartbeats and only kept N heartbeats and V heartbeats as the two labels the models would identify.

#### Baseline Models

We evaluated and compared the following 3 models:

1. **Generalized Monitoring Model 1 (GMM1):** Based on the training ratio $t$, we took the first $t$ percent samples from each of 32 patients and combined the samples from those 32 patients together to extract the $k$ of N motifs and $k$ of V motifs as the N and V heartbeat motifs. During the testing stage, we applied the extracted N motifs and V motifs to the rest of the ECG readings for each patient and predicted the label (N or V).

2. **Generalized Monitoring Model 2 (GMM2):** We first extracted all N heartbeats and V heartbeats from all 32 patients. Based on the training ratio $t$, we then randomly extracted $t$ percent samples from all N heartbeats and $t$ percent samples from all V heartbeats. Next, we extracted the $k$ of N motifs from the N heartbeat samples and the $k$ of V motifs from the V heartbeat samples. The testing was the same as for GMM1. The main difference between GMM1 and GMM2 is how the training data were sampled.

3. **Our proposed Personalized Monitoring Model (PMM):** In this personalized model, based on the training ratio $t$, we only extracted the first $t$ percent of N heartbeats and the first $t$ percent of V heartbeats from an individual patient.
and then generated a set of personalized \( k \) of N motifs and \( k \) of V motifs to test the rest of the ECG readings of that patient. The main strategy here was to individually extract personalized motifs for the current patient and use those extracted motifs to predict the rest of readings for that patient.

There are 3 major parameters that could affect the models' performance, which are compared in detail in this section: (1) \( r \), the time series similarity threshold, (2) \( k \), the number of motifs, and (3) \( t \), the training ratio.

To compare the models and determine which model is the best, we evaluated them based on the following 2 factors:

1. Accuracy: We needed to get an estimate of how accurate each model is on unseen/test data. For all tested heartbeats, we have the corresponding ground-truth information, which is the original label. By comparing the predicted label with the original label, we can calculate how many heartbeats were correctly predicted. Therefore, accuracy is calculated by taking the number of heartbeats predicted correctly and dividing it by the number of all heartbeats tested.

2. Running time: To obtain the final prediction results faster, we also needed to guarantee the chosen model was the fastest, including training and testing time.

Effectiveness Evaluation

Considering the 3 main parameters \( r \), \( k \), and \( t \), we designed the effectiveness evaluation by adjusting the values of these 3 parameters and seeing how the performance of each model changed. In figures, we used the corresponding capital letters \( R \), \( K \), and \( T \) of \( r \), \( k \), and \( t \) for clear representation.

First, we adjusted the similarity threshold \( R \) values from 0.8 to 1.6, by steps of 0.2, and observed how the average performance changed for each model. The average accuracy was calculated based on the sum accuracy across all 32 patients. Figure 4 shows 3 curves, each representing the average accuracy change of each model when \( R \) was increased from 0.8 to 1.6. The green line represents the PMM, which performed the best among the 3 models in terms of stability and accuracy.

Figure 4. Performance comparison with different \( R \) (similarity thresholds).

Second, we adjusted the \( K \) values from 2 to 10, by steps of 2, and observed how average performance changed for each model. The PMM still performed the best, even as the \( K \) varied (Figure 5).

Lastly, we adjusted the training ratio \( T \) from 0.1 to 0.25, by steps of 0.05. Generally, more training samples result in more accurate prediction; although this is not what we observed with GMM1 and GMM2, it did apply to the PMM (Figure 6). From the curve comparison, we can see the PMM significantly outperformed GMM1 and GMM2.
Figure 5. Performance comparison with different K (number of motifs).

Figure 6. Performance comparison with different T (training ratios).

$T$ is the training ratio and could affect model performance more than $R$ and $K$ in most cases. Hence, we showed the detailed performance result for each patient as determined by the 3 models based on two sets of values of $R$ and $K$: (1) $R=0.8$ and $K=2$ and (2) $R=1$ and $K=6$.

In Figures 7 to 12, we can see GMM2 fluctuated much more than GMM1 and the PMM. However, if we compare GMM1 and the PMM when $T$ was increased from 0.1 to 0.25, the PMM gradually performed better on almost all patients, while GMM1 became worse as that parameter changed. In Figures 13 and 14, the two bar charts show the average accuracy of each model with different $T$. As $T$ increases, GMM1’s performance becomes worse, while GMM2’s performance fluctuates the most. The PMM performed the best.
Figure 7. GMM1 results when R=0.8 and K=2: performance comparison on each patient with different T. GMM1: Generalized Monitoring Model 1.

Figure 8. GMM2 results when R=0.8 and K=2: performance comparison on each patient with different T. GMM2: Generalized Monitoring Model 2.

Figure 9. PMM results when R=0.8 and K=2: performance comparison on each patient with different T. PMM: Personalized Monitoring Model.
Figure 10. GMM1 results when R=1 and K=6: performance comparison on each patient with different T. GMM1: Generalized Monitoring Model 1.

Figure 11. GMM2 results when R=1 and K=6: performance comparison on each patient with different T. GMM2: Generalized Monitoring Model 2.

Figure 12. PMM results when R=1 and K=6: performance comparison on each patient with different T. PMM: Personalized Monitoring Model.
Efficiency Evaluation

We evaluated the time efficiency of each model and observed which model runs the fastest. The process consists of two stages: training and testing. We considered all computation time in this evaluation, including the training and testing time. From the 3 evaluated parameters in the previous section, we know that the training ratio $T$ is the one that most affects training time. Here, we adjusted the value of $T$ and observed the corresponding running time of each model. Figure 15 shows the linear change in running time for each model, while Figure 16 is a bar chart of the running time. The time consumption of GMM1 and GMM2 increased almost exponentially with an increase in $T$. However, the time consumption of the PMM was linear and the lowest among the 3 models.
Figure 15. Linear comparison of time efficiency across models when R=0.8 and K=2. GMM1: Generalized Monitoring Model 1; GMM2: Generalized Monitoring Model 2; PMM: Personalized Monitoring Model.

Figure 16. Time efficiency of all models when R=1 and K=6. GMM1: Generalized Monitoring Model 1; GMM2: Generalized Monitoring Model 2; PMM: Personalized Monitoring Model.

Discussion

Principal Results

According to the empirical results, the PMM performed the best in all cases in terms of prediction accuracy and time efficiency.

Figure 4 shows the average classification accuracy (y-axis) with respect to the R (x-axis) of all 3 models when using different similarity thresholds R. The PMM’s performance (green line) becomes better as R increases from 0.8 to 1.4, and becomes stable when R reaches 1.6. The prediction performance of the PMM is relatively stable for similarity threshold R. If we compare GMM1 and GMM2, we find GMM1 outperforms GMM2. However, GMM1’s performance (blue curve) was unstable with respect to R, and GMM2’s performance (orange curve) became better as R increases, although the overall performance of GMM2 was worse than GMM1. This is because GMM2 extracts all N heartbeats and V heartbeats from all 32 patients for motif discovery and a greater similarity threshold allows GMM2 to aggregate more similar heartbeats for motif circles, which may help GMM2 find more representative motifs for heartbeat prediction. However, if the similarity threshold R is too big, it may introduce different types of heartbeats into a given motif circle, which may result in worse prediction. GMM1 takes the first T percent of samples from 32 patients and then extracts motifs based on the similarity distance threshold R. An increase in R may introduce more heartbeats from different patients and the extracted motifs may result in a fluctuation in accuracy. However, the PMM only extracts the first T percent of N samples and V samples from one patient and then generates personalized motifs to test the rest of the ECG readings of that patient. As R increases, more similar N heartbeats and V heartbeats will be collected for motif discovery, which could help enhance prediction if R is not so large that it introduces another type of heartbeat.
Figure 5 shows the average classification accuracy (y-axis) with respect to the $K$ (x-axis) of all 3 models, by using different numbers of motifs $K$.

The PMM was always the best, but the GMM1 and GMM2 curves fluctuated as $K$, which represents the number of motifs, changed. A certain number of motifs can be representative and guide prediction well. However, having too many motifs may introduce unrepresentative motifs, which could hinder prediction. This is why all models fluctuated as $K$ changed.

Figure 6 shows the average classification accuracy (y-axis) with respect to $T$ (x-axis) on all 3 models by using different training ratios $T$ from 0.1 to 0.25. As $T$ increases from 0.1 to 0.25 in steps of 0.05, the PMM curve becomes higher. However, the GMM1 and GMM2 curves fluctuate a lot and are both lowest when $T$ is 0.2. Generally, in machine learning, more training data should improve a model’s performance. However, if more interference or noisy data is introduced into the training data, then performance will degrade. This could explain why GMM1 and GMM2 fluctuate a lot, as these models used training data from different patients and most heartbeats are unique at the patient level. As for the PMM, a larger training ratio could help improve performance because all training heartbeats are from the same patient, which avoids the introduction of interference or noisy data. As $T$ changed, the PMM always outperformed GMM1 and GMM2 (Figures 7 to 14).

Based on the overall evaluation results, the PMM significantly outperformed GMM1 and GMM2 in terms of prediction accuracy.

Considering time efficiency, Figures 15 and 16 show the average running time (y-axis) with respect to the training ratio $T$ (x-axis) for all 3 models by using different training ratios $T$ from 0.1 to 0.25. Compared with GMM1 and GMM2, the PMM required significantly less running time. The average running time of the 3 models increased as the training ratio increased. This is because a larger training ratio results in more training data, which increases the training time accordingly. The overall average time required by GMM1 is close to that required by GMM2 and both increase almost exponentially as the training ratio increases. Therefore, the PMM has more stable and better efficiency as the training ratio increases.

Limitations

A limitation of the PMM is that it might be hard to maintain the models for each patient. However, this limitation is not significant given that retraining the model does not take a lot of time. In addition, the cost of maintenance and computation might be lower in the future as more industries adopt personalized models.

Conclusions

In this paper, we proposed a PMM for ECG recordings for two reasons: (1) the COVID-19 pandemic has accelerated the adoption of remote diagnosis and patient monitoring and (2) personalized care promises better outcomes, especially as it applies to digital health. Digital health care allows for continuous 24/7 care in the home environment while minimizing the risk of fatal accidents and re-admissions. For remote monitoring to gain traction at scale, several requirements must be met. First, monitoring has to be sufficiently automated with fewer false positive alarms to minimize the number of health professionals involved in monitoring. Second, it has to be quickly and easily configurable by the health care professionals themselves. Although traditional machine learning and deep learning approaches can be used in automation, they typically cannot be easily configured or adjusted by health care professionals due to a lack of modeling skills and data needed to build a personalized model. To solve these challenges, we employed a motif discovery algorithm to individually extract personalized motifs for each individual patient and used an artificial logical network for ECG signal prediction. We proposed a personalized model for faster ECG signal detection, which significantly improves the efficiency of ECG prediction; such a model could help satisfy the demand for remote monitoring services, especially during the COVID-19 pandemic. By comparing our proposed model, PMM, with two generalized monitoring models using real-world patient ECG data, we demonstrated that the PMM outperformed the generalized models in both prediction accuracy and time efficiency.

Per our discussions with clinicians, this approach can easily be deployed for outpatient monitoring as outlined below; this is the subject of a forthcoming clinical trial. A wearable 12-channel ECG monitor is sent to a patient or configured during a hospital stay. An augmented reality app or video conference is used to remotely guide the patient to accurately place the electrodes, while simultaneously testing the accuracy of the received signal. During setup, personalized motifs are automatically extracted, and the physician selects the center motifs to be used by the artificial logical network. The artificial logical network is a flexible structure that allows for learning when particular reference motifs are missing from the setup sample. For example, if samples of atrial fibrillation motifs are not recorded during setup, reference motifs from a general library can be used, or general anomaly detection can be applied, alerting a medical professional to review any anomalous occurrences. If the physician determines that the anomaly is atrial fibrillation, they can instantly push the motif to the artificial logical network. These configurations are the subject of the forthcoming clinical trial. By augmenting the expert’s knowledge with algorithmic computational power, hospital stays can be significantly reduced, and care can be delivered in the comfort of the patient’s home.
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Abstract

Background: Rhythm, brain, and body are closely linked. Humans can synchronize their movement to auditory rhythms in ways that can improve the regularity of movement while reducing perceived effort. However, the ability to perform rhythmic movement may be disrupted by various neurological conditions. Many such conditions impair mechanisms that control movement, such as gait, but typically without rhythmic perception being affected. This paper focuses on hemiparetic stroke, a neurological condition that affects one side of the body. Hemiparetic stroke can cause severe asymmetries in gait, leading to numerous physical problems ranging from muscle degeneration to bone fractures. Movement synchronization via entrainment to auditory metronomes is known to improve asymmetry and related gait problems; this paper presents the first systematic study of entrainment for gait rehabilitation via the haptic modality.

Objective: This paper explores the gait rehabilitation of people with hemiparesis following a stroke or brain injury, by a process of haptic entrainment to rhythmic cues. Various objective measures, such as stride length and stride time, are considered.

Methods: This study is a quantitative gait study combining temporal and spatial data on haptically cued participants with hemiparetic stroke and brain injury. We designed wearable devices to deliver the haptic rhythm, called Haptic Bracelets, which were placed on the leg near the knee. Spatial data were recorded using a Qualisys optical motion capturing system, consisting of 8 optoelectronic cameras, and 20 markers placed on anatomical lower limb landmarks and 4 additional tracking clusters placed on the right and left shank and thigh. Gait characteristics were measured before, during, and after cueing.

Results: All 11 successfully screened participants were able to synchronize their steps to a haptically presented rhythm. Specifically, 6 participants demonstrated immediate improvements regarding their temporal gait characteristics, and 3 of the 6 improved their gait in terms of spatial characteristics.

Conclusions: Considering the great variability between survivors of stroke and brain injury and the limited number of available participants in our study, there is no claim of statistical evidence that supports a formal experimental result of improved gait. However, viewing this empirical gait investigation as a set of 11 case studies, more modest empirical claims can be made. All participants were able to synchronize their steps to a haptically presented rhythm. For a substantial proportion of participants, an immediate (though not necessarily lasting) improvement of temporal gait characteristics was found during cueing. Some improvements over baseline occurred immediately after, rather than during, haptic cueing. Design issues and trade-offs are identified, and interactions between perception, sensory deficit, attention, memory, cognitive load, and haptic entrainment are noted.
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Introduction

Brain injury following an accident or stroke can leave people with life-changing neurological conditions and a general weakness on one side of the body. Motor control of one side of the body can be severely affected with unilateral loss in sensation and muscle coordination of both upper and lower limbs.

Motor control deficiencies can lead to spatial and temporal asymmetries affecting walking in a condition known as hemiparetic gait. The asymmetries can cause sufferers of hemiparetic gait to overuse their nonaffected (nonparetic) leg, exposing it to potentially damaging, higher vertical forces [1,2], while underuse of the paretic (affected) leg can lead to loss of muscle tone and reduction of bone mineral density [3]. These effects, in turn, increase the risk of knee and joint problems, hip and bone fractures, and falls [4].

Walking following an external metronomic rhythm has been shown to improve gait, leading survivors of stroke to walk more symmetrically [5] and to neglect their affected leg less.

Early studies by Prassas et al [6] using rhythmic auditory stimulation (RAS)—a neurological technique using audio rhythms for facilitating rehabilitation, development, and maintenance of movements that are fundamentally biologically rhythmic—have shown immediate spatial benefits, with stride lengths becoming more symmetrical. In addition, the work of Prassas et al [6] found the hip joint range of motion to increase, while underuse of the paretic (affected) leg can cause suffering of stroke to overuse their nonaffected (nonparetic) leg, exposing it to potentially damaging, higher vertical forces [1,2], while underuse of the paretic (affected) leg can lead to loss of muscle tone and reduction of bone mineral density [3]. These effects, in turn, increase the risk of knee and joint problems, hip and bone fractures, and falls [4].

Walking following an external metronomic rhythm has been shown to improve gait, leading survivors of stroke to walk more symmetrically [5] and to neglect their affected leg less.

More recent studies found that survivors of stroke could easily synchronize their steps to a rhythmic audio metronome while walking on a treadmill; this led to improvements in various spatiotemporal symmetries, including improved step time symmetry between the paretic and the non-paretic leg [7], as well as reduced variability in the paretic step times [8].

These results indicate that RAS and, by extension, walking to a rhythm has clear clinical significance since step asymmetry is a leading cause of many problems associated with neurological conditions like hemiparetic gait [9]. More specifically, improvements in symmetry and variability suggest steps toward functional recovery of gait mechanics, as they are kinematically associated with a healthy gait [9].

However, auditory cues can be impractical to use outside of the clinic, or to use in situations where it is desirable to maintain environmental awareness or social engagement. Moreover, the way in which audio cues are presented to patients during rehabilitation in the clinic introduces particular limitations. In order to maintain communication between patients and physiotherapists, audio cues are usually played out through speakers. In addition, for optimum entrainment results, the tempo must match the patient’s walking pace [10]. Therefore, only one patient can receive the audio cues at a time, confining the number of sessions that can run simultaneously in the same space to one. This could be problematic in situations where the same space (ie, a gym inside a rehabilitation clinic) is shared by more than one physiotherapist.

Haptic rhythms, on the other hand, can be directed to more than one patient simultaneously, each with their own tempo to match their cadence, without interfering with each other. This enables more efficient sharing of resources between health professionals and physiotherapists.

Cueing of the steps of each leg has demonstrated stronger auditory-motor synchronization than cueing those of just one leg (either paretic or nonparetic) [10]. However, interpreting an audio rhythm that differentiates cues for the paretic and nonparetic leg can challenge those needing concentration to walk at all.

A pilot study attempting to assign cues of different pitches to each leg [8] identified a number of limitations to this approach, mainly an illusion created by the pitch differences between successive cues causing an isochronous (regular) rhythm to be perceived as irregular. In addition to this acoustic illusion, participants in the same pilot study reported that having a rhythm of two tones is difficult to understand, with one participant withdrawing from the study because they “did not like the dual-tone” [8].

The haptic sense, on the other hand, has the potential to focus attention and proprioception on each leg by simply applying a tactile pulse to each leg in turn, in a more embodied, directly spatial, and less burdensome way.

As a systematic extension of an earlier pilot [11], this study is designed to investigate the effects of rhythmic haptic cueing on diverse gait characteristics associated with healthy kinematics and gait patterns. These include spatial characteristics (ie, stride lengths), temporal characteristics (ie, step, stand, and swing times), and derivative asymmetries, calculated from the spatiotemporal characteristics.

Methods

Procedure

This was a single-session, repeated-measures study. Participants with hemiparetic brain injury were first asked to walk a short distance without intervention to establish a baseline, and then their pace was matched to an isochronous (regular) haptic rhythm whose period matched a symmetric version of their natural cadence, calculated by averaging the time in milliseconds between each successive step. Subsequently, any resulting residual effects (such as rhythm persistence and the ability to walk to the rhythm from memory) were tested by asking the participants to walk to the rhythm from memory shortly afterward.

The default placement of the wearable devices we designed to deliver the haptic rhythm, called Haptic Bracelets, was on the
This area, chosen due to findings from an earlier pilot study [12], is covered in what is termed “hairy skin,” which has a low concentration of the particular mechanoreceptors (sensory neurons) responsible for perceiving vibrational stimuli, namely Pacinian and Meissner’s corpuscles. Hairy skin does, however, contain Merkel’s disk and Ruffini endings, which can detect pressure and skin stretch [13]. Generally, tactile cues coming from the vibrotactile actuators of our devices are perceived more as a tap sensation than as a vibration, as reported by several participants in pilot testing [12]. This suggests that the dominant mode of perception will not be vibrational.

During this study, when choosing the intensity of cues, an informal qualitative approach was preferred, ensuring firstly that the participants could feel the cues, and then adjusting the intensity to personal preference. Author TG [14] engages in a full discussion of the technical implementation of the devices, the engineering of the haptic cues, special considerations made to enhance the tap sensation of each cue, and lab testing to refine the device and its placement in Chapter 5 of his work “Rhythmic Haptic Cueing for Gait Rehabilitation of Hemiparetic Stroke and Brain Injury Survivors.”

In order to identify quantitative changes in gait, two kinds of data were collected, involving temporal and spatial asymmetry, respectively; these measures often play a role in guiding the clinician’s treatment decisions [15]. This involved measures of paretic and nonparetic step timings and measures of paretic and nonparetic step length.

Temporal data were collected from all participants using the Haptic Bracelets wearable devices. The Haptic Bracelets are part of a wearable prototype system designed and developed at the Open University for the purpose of gait monitoring and gait rehabilitation through rhythmic haptic cueing [14].

Haptic Bracelets work in pairs (one for each leg). Each Bracelet contains sensors integrated in an inertia monitoring unit (IMU) for recording appropriate motion data. This data is used for calculating gait characteristics, including gait asymmetries and step variability in terms of overall temporal asymmetry (OTA) ratio values. Each unit also has a vibrotactile actuator capable of producing a tactile cue of comfortable quality but sufficient intensity to be felt by the user. Having one unit on each leg creates a multi-limb tactile metronome, producing tactile cues on alternating legs. This allows for the cueing of each limb independently, facilitating the investigation of effects related to attention and proprioception in the context of gait rehabilitation. In addition, this multi-limb approach has the additional advantage of motion data being gathered from each leg independently. This makes it possible to easily and clearly distinguish between the motion of the paretic leg (affected by the neurological condition) and the nonparetic leg. This improves the accuracy of the measurement of temporal characteristics and the analysis of asymmetry.

Temporal data was collected for all 11 participants (easy anywhere using the Haptic Bracelets). However, due to limitations in the geographical availability of participants, the collection of spatial data was limited to just 6 participants, as this was possible only at an optical motion capture facility that was local to these 6 participants. Figure 1 shows the lab setup during this study.

Figure 1. Participants during a 10-meter walking trial. The photograph on the right was taken during a trial in the optical motion capture lab. The photographs on the left and the right feature separate rooms; however, both locations offered an identical setup and procedures for this part of the study.

Participants

The participants in this study were 11 community-dwelling, community-ambulant adults (7 men and 4 women) with chronic hemiparesis (“chronic” defined as >6 months since stroke onset). For 10 of the 11 participants, hemiparesis followed a stroke; for the other participant, it was due to brain trauma following an accident. The age range of the participants is shown in Table 1, and the time since the occurrence of stroke varied from 8 months to 12 years. All participants gave written, informed consent to participate.

Participants were recruited through local support groups and the recommendations of private physiotherapists. Health professionals collaborating with our team for this study were responsible for determining the conditions of all of the inclusion and exclusion criteria. Inclusion criteria were (1) walking disability, but with a retained or subsequently recovered ability to stand and ambulate; (2) the ability to walk unsupported (but with a walking aid if needed) for a minimum distance of 10 meters; (3) a Rivermead Motor Assessment (RMA) scale score of more than 8.
RMA is a standard and widely used test for assessing functional mobility in gait, balance, and transfers after stroke [16]. A score of 8 and higher was selected as the inclusion criterion following discussions with physiotherapists. RMA scores were collected in private by the health professionals (private physiotherapists and other health professionals working for support groups) handling our recruitment.

Participants were excluded if they had cognitive impairments preventing understanding of the task. Participants could use their assistive devices (ankle-foot orthosis splint or cane) in the trials.

**Prestudy Preparation**

For the contingent reasons noted above, the study took place in two locations: the 6 local participants attended a kinematics lab in Manchester with an optical motion tracking system, and the 5 remaining participants attended a large observation lab in Milton Keyne. All participants had temporal data collected, but only those attending the optical tracking lab (6 out of the 11) had spatial data collected simultaneously (Table 2). An identical procedure was followed in both locations, except that 3 additional preparatory steps were required to meet the needs of the optical motion tracking system. Namely, participants at the kinematics lab location were asked to change into shorts, 30 to 45 additional minutes were required for a trained technician to place all of the optical tracking markers on their body (Figure 2), and biometric measurements were taken (ie, height and weight).

**Table 1.** Participant demographic information (n=11).

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (SD)</td>
<td>61.75 (7.85)</td>
</tr>
<tr>
<td><strong>Gender, n</strong></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td>7</td>
</tr>
<tr>
<td>Women</td>
<td>4</td>
</tr>
<tr>
<td><strong>Paretic side, n</strong></td>
<td></td>
</tr>
<tr>
<td>Right side</td>
<td>9</td>
</tr>
<tr>
<td>Left side</td>
<td>2</td>
</tr>
</tbody>
</table>

**Table 2.** Demographic data for each participant per location. Participants with an MMU code took the study at the Manchester location; those with an OU code took the study at Milton Keynes.

<table>
<thead>
<tr>
<th>Participant code &amp; locations</th>
<th>Age in years</th>
<th>Gender (M/F)</th>
<th>Years since brain trauma</th>
<th>Paretic side (Left/Right)</th>
<th>Data collected (Spatial/Temporal)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Manchester (kinematics lab)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMUP01</td>
<td>53</td>
<td>F</td>
<td>12</td>
<td>Right</td>
<td>Spatial and Temporal</td>
</tr>
<tr>
<td>MMUP02</td>
<td>57</td>
<td>F</td>
<td>0 (8 months)</td>
<td>Right</td>
<td>Spatial and Temporal</td>
</tr>
<tr>
<td>MMUP03</td>
<td>73</td>
<td>M</td>
<td>2</td>
<td>Left</td>
<td>Spatial and Temporal</td>
</tr>
<tr>
<td>MMUP04</td>
<td>68</td>
<td>M</td>
<td>7</td>
<td>Right</td>
<td>Spatial and Temporal</td>
</tr>
<tr>
<td>MMUP05</td>
<td>61</td>
<td>M</td>
<td>5</td>
<td>Right</td>
<td>Spatial and Temporal</td>
</tr>
<tr>
<td>MMUP06</td>
<td>55</td>
<td>F</td>
<td>4</td>
<td>Right</td>
<td>Spatial and Temporal</td>
</tr>
<tr>
<td><strong>Milton Keynes (observation lab)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OUP01</td>
<td>50</td>
<td>M</td>
<td>21</td>
<td>Right</td>
<td>Temporal only</td>
</tr>
<tr>
<td>OUP02</td>
<td>67</td>
<td>M</td>
<td>9</td>
<td>Right</td>
<td>Temporal only</td>
</tr>
<tr>
<td>OUP03</td>
<td>60</td>
<td>M</td>
<td>2</td>
<td>Right</td>
<td>Temporal only</td>
</tr>
<tr>
<td>OUP04</td>
<td>73</td>
<td>F</td>
<td>1</td>
<td>Right</td>
<td>Temporal only</td>
</tr>
<tr>
<td>OUP05</td>
<td>56</td>
<td>M</td>
<td>1</td>
<td>Left</td>
<td>Temporal only</td>
</tr>
</tbody>
</table>
Figure 2. Left: Haptic Bracelets wearable devices (metronome and monitoring units) and vibrotactiles strapped on a participant’s leg using Velcro straps. Right: all the optical markers attached to a participant’s body.

In both locations, the Haptic Bracelets were attached via Velcro straps onto the tibia of each leg near the ankle. The vibrotactile (the part of the device that gives the haptic cue) was attached using another Velcro strap near the knee (Figure 2).

The placement of the vibrotactile was initially based on the suggestion of physiotherapists participating in an earlier study [12]. However, this decision was later revealed to be based on a conflation by the physiotherapists of stimulus response with entrainment (ie, conflating functional electrical stimulation aimed at a direct muscle response with neural entrainment, where a regular external pulse leads to a matching, predictive internal neural resonance [12]). Nonetheless, it was subsequently decided to maintain this placement for this study for two main reasons: (1) proximity to major nerves, giving the tactile cue a good chance to be felt; and (2) having the vibrotactile unit away from the IMU of the Haptic Bracelet helps to minimize unwanted noise in the gait data.

Participants who did not have their spatial data monitored had a simpler preparation than those that did; they did not have to wear any kinematics markers and could simply wear a pair of Haptic Bracelets over or under their everyday clothes (depending on preference).

**The Haptic Tap Test**

Before the first trial, all the participants were asked to take a haptic rhythm perception test, called the haptic tap test. Performance in this tap test was not used as an inclusion criterion for the study but was rather used to investigate the participants' rhythm perception capabilities.

During rhythm-based rehabilitation sessions, it is not easy to distinguish between survivors of stroke who simply have physical difficulties walking to a rhythm from participants who are unable to entrain to a rhythm for other perceptual or cognitive reasons. This ability to perceive a rhythm can be affected by injury to certain parts of the brain [17]. Such a deficit may go undetected by medical professionals and is not identified by standardized gait assessment tests such as the Rivermead Mobility Index [16] and the timed-up-and-go (TUG) test [18].

Therefore, we administered a rhythm perception test. In this test, patients tap a button following a steady rhythm presented to them haptically via a vibrating unit fixed on their wrist (Figure 3). Their ability to synchronize their tap tempo to the rhythm can be used for assessing their ability to perceive and follow, or entrain to, the given rhythm. Consequently, this test can be used for identifying patients who are (1) able to entrain to rhythms and (2) not impaired in the ability to entrain to rhythm presented haptically.
The haptic tap test allows for an empirical indication of the participants’ cognitive and perceptual abilities to entrain to a rhythm for movement rehabilitation, aiming to assess people’s ability to perceive and replicate a rhythm (albeit by tapping) perceived via the haptic modality.

To conduct the haptic tap test, participants were asked to tap with their index finger on a sensor in time to a range of rhythms. The rhythm was delivered haptically on the paretic wrist, using a wired version of the Haptic Bracelets. Tap times were recorded digitally. Tapping was performed by the nonparetic hand in order to avoid any physical constraints due to hemiparesis or the effects of haptic masking [19]. Haptic masking describes situations where haptic sensation is temporarily muted or attenuated by adjoining muscle movement. Participants were all tested with rhythmic periods of 500, 600, and 700 ms. Based on experiences from pilot tests and in a previous, similar study involving able-bodied participants, each trial lasted just 20 seconds to minimize participant fatigue. The ability to tap was observed visually during the task and was also analyzed from the digital data log after the conclusion of each session. Flawless performance was not required; a general ability to keep in time with the beat was sufficient to pass the test.

**Walking to the Rhythm Trials**

This study followed a repeated-measures design with three conditions: baseline, cued, and post. The participants were asked to walk the length of a 10-meter runway 6 times for each condition. A 5-minute break was offered between each condition.

**Baseline Condition**

The initial condition allowed each participant’s baseline gait to be measured, including mean step time. The mean step time was used to set the period of the haptic metronome for the subsequent cued condition, subject to any final adjustments.

**Choosing the Period for the Cued Condition**

This approach to choosing the cueing period was motivated by the literature, but with scope for practical adjustments to cope with the realities and comfort of hemiparetic participants. One of the underlying neurological principles defined in the RAS rehabilitation technique is to entrain steps to an external rhythm that, as nearly as possible, matches the preferred (uncued) cadence of the patient [20]. Independently, Roerdink [10], working with elderly able-bodied participants, found optimal performance when cueing with a regular period close to each individual’s naturally preferred cadence. Cues in this study were delivered to alternate legs, with evidence from auditory cueing emphasizing the benefits of this approach [21].

Bearing in mind the characteristic temporal asymmetry of hemiparetic gait, the average period, calculated from a hemiparetic individual’s preferred pace, may be too fast for one leg and too slow for the other; this suggests that some trial-and-error adjustments of the period may be desirable. Also, some participants needed to apply conscious effort to walk naturally, and thus, some might feel less confident when asked to undertake an additional task while walking. For these two reasons, some leeway in the preferred adjustment of the period was allowed.

**Familiarization Period**

In order to find a comfortable period, close to the preferred period before commencing with cued walking, participants were variously asked to tap their foot while sitting down, or to step in place while standing up, or to walk around following the rhythm, as was most convenient for them. This familiarization period allowed final adjustments to the period and to the
intensity of the haptic cue. The haptic cue intensity was adjusted to meet each participant’s personal preference, making sure they could feel it while walking rather than trying to home in on specific frequencies for mechanoreceptor activation.

Findings from an earlier study using a technology-probe approach [12] highlighted the importance of clear instructions on entraining steps to a rhythm. Participants were instructed to time the steps of their nonparetic legs to the beat but not to worry about the cadence of their paretic leg. They were encouraged to feel the rhythm in a similar manner as one would to a song. After testing various instructions through trial and error during the earlier pilot study [12] and with pilot volunteers in the lab, this instruction was found to generally lead to a more balanced gait than asking participants explicitly to time the steps of both legs to their respective beats.

Here an interesting issue arises. One might be tempted to engineer a cue where the ratio of step periods between legs lay at some intermediate point between the participant’s baseline asymmetry and a perfectly balanced symmetry. However, a wide range of studies [22-25] indicate that rhythms with exactly regular periodicity are best at engaging with human neural mechanisms for entrainment to allow upcoming beats to be precisely predictable, thus facilitating bodily entrainment. Similar considerations apply when recalling previously heard rhythms [14,22,24]. These findings agree with observations during in-lab pilot testing, where participants generally found it much easier to entrain to a regular beat than an irregular or “swung” beat (in musical terminology).

Cued Condition

Once participants confirmed that they understood the instructions, they were asked to walk six 10-meter lengths following the haptic rhythm. Temporal data and, in the case of the participants in the Manchester lab, spatial data were recorded for each walk. A short 5-minute break was offered between the cued and post conditions.

Post Condition

Immediately following the cued condition, and after a short 5-minute break, each participant was asked to repeat a further six 10-meter walks without haptic cueing. The purpose of this post condition was to investigate any residual effects of walking to the rhythm. This was inspired by literature on Parkinson disease reporting rhythm persistence [26-28], and also by comments from a participant in the pilot study [12] who noted how the rhythm remained in their memory; “If it is switched off […], it’s still there. […] in my head.” (Participant 4 [12]).

In addition to a short 5-minute break scheduled between conditions, participants were told they could take a break at any point during the study. The study concluded with a short, unstructured discussion about the participant’s experience walking with the haptic rhythm to help us understand how our gait rehabilitation method was perceived and if any methodological or technological improvements or alterations were necessary. All trials were video-recorded for later review by expert physiotherapists as, even if they were present in the room during the cued and post conditions, they were often concentrating more upon the participant’s safety than subtle changes in gait pattern and body movement.

Data Analysis

When assessing gait, it is useful to break walking down into various constituent elements. For each step, the foot lifts off the ground, swings forward, hits the ground, and stands until ready to lift off again, forming one step cycle (Figure 4).

![Human Gait Diagram](http://biomedeng.jmir.org/2020/1/e18649/)
Multiple-step cycles happen for each alternating leg. Therefore, each leg acts as an oscillator performing a fundamentally cyclic process on every step. However, unlike a simple pendulum, the cycle time of normal gait is not purely mechanically determined and can exhibit any of a wide range of periods. Gait patterns can be entrained to a suitable external rhythm by a neurologically mediated process, as described in the following summary adapted from Holland et al [29]. The concept of entrainment, originally from physics, describes how two or more physically connected rhythmic processes can interact with each other to adjust towards, and eventually lock into, a common or closely related periodicity and phase. However, the concept has unexpected application in areas as diverse as perception, cognition, and music. The best current account of the underlying brain mechanism comes from Neural Resonance Theory [22,23]; it proposes that humans have a specialized neural organ consisting of a bank of actively powered oscillators with temporal periods from about 200 ms to 2 seconds. Human entrainment can be explained by the way in which these hypothesized oscillators tend to entrain with sensory input and are able to entrain, in turn, with motor processes such as gait. Given that rhythm and gait rehabilitation are focal points of this study, the capacity of gait to entrain with external rhythms is of vital importance.

In this study, temporal and spatial data were recorded and analyzed. Temporal data refers to times between events (eg, time between subsequent heel strikes) and other gait characteristics that can be calculated from these timings. In particular, temporal data were analyzed and assessed using the OTA ratio.

**Overall Temporal Asymmetry (OTA) Ratio**

First, the swing-stance ratio is calculated for each leg (1). This is the ratio (1) between the swing (SW) and stance time (ST) for each leg in turn.

The OTA ratio (2) compares the swing-stance ratio of the paretic leg with the nonparetic leg.

For a healthy individual, the value for the OTA should be between 0.9 and 1.1, which is a range described as healthy or normative [15]. In the case of neurological conditions, higher swing-stance ratios are commonly seen. For example, in the case of hemiparesis, one side of the body is affected unilaterally, typically causing the affected leg to swing more slowly. Due to weakness and sensitivity loss, a survivor of stroke often loses trust in the affected leg, doubting it can support them. This further causes them to swing the nonaffected (nonparetic) leg faster in order to minimize the time spent standing on the affected leg. Consequently, the swing time of the nonparetic leg decreases (ie, swings faster), causing the stance time of the paretic leg to also decrease.

These combined changes in stance and swing times of both legs raise the OTA value. Generally, while 0.9 to 1.1 describes normal asymmetry, values between 1.1 to 1.5 describe mild asymmetry, while values over 1.5 describe severe asymmetry [15]. As previously noted, entraining to an external rhythm has been shown to reduce gait asymmetry and results in a more symmetric and less variable gait pattern [24].

**Spatial Data Analysis**

Spatial data are used to determine gait characteristics relevant to space, such as stride length. Spatial data were recorded using a Qualisys optical motion capturing system. The system consists of 8 optoelectronic cameras, with a sampling frequency of 100Hz [30]. The trajectories of 20 markers placed on anatomical lower limb landmarks and 4 additional tracking clusters placed on the right and left shank and thigh (Figure 2) were collected and filtered using a fourth-order, zero-lag, low-pass Butterworth filter with a 6Hz cut off.

Each marker is tracked by the cameras, triangulating its position in space. This allows for the tracking of motion in 3 degrees of freedom, to millimeter accuracy. For spatial data, the movement of the markers in the forward direction was calculated for each step.

Spatial and temporal data collected during the cued and post conditions were compared against the baseline, looking for any effects that entrainment to haptic rhythmic cueing might have on the participant’s gait. Comparing the data against the baseline allowed each participant to act as their own control, making clear any walking effects that were caused by the cue.

**Results**

**Outliers**

All data were examined for outliers. Outlier values were identified using the Tukey fence method. The Tukey fence method defines outliers as any values lying at a distance greater than 1.5 times the interquartile range. For characteristics that jointly contribute to the step time (ie, swing and stance times), if either value was considered to be an outlier, both values were removed from the analysis.

**Temporal Data**

As previously discussed, paretic and nonparetic step timings were determined from initial footfall contact by the Haptic Bracelet’s onboard sensors. Analyzing data from different sensors and combining the information together allowed for the analysis of stance and swing times. From these, the OTA ratio value was calculated for every participant in every condition (baseline, cued, and post).

The average reduction on the OTA values across all participants indicates an overall improvement, with the OTA value approaching normative asymmetry levels (normative range: 0.9-1.1 [15]). The results are summarized in Figure 5.
Figure 5. Mean overall temporal asymmetry (OTA) values from all participants for all three conditions: baseline, cued, and post. The figure includes normative levels indicating healthy walking symmetry. Error bars show 1 standard error of mean.

Methodological Note: Comparing Baseline, Cued, and Post Conditions

Due to the high degree of variability between survivors of hemiparetic stroke (Figure 5) and the relatively small number of participants, statistics only reveal a limited part of the story; more information can be gleaned from the details of individual cases.

Consideration of Individual Results

Due to the inherently wide variability between individual survivors of stroke and brain injury, changes to the OTA value were normalized by calculating the percentage changes from each individual’s baseline value. Negative percentage values indicate beneficial change (ie, approach the normative value range of 0.9 to 1.1). These data are shown in detail in Table 3, graphed in Figure 6, and summarized for clarity in Figure 7.
Table 3. The overall temporal asymmetry (OTA) values of all participants in all three conditions (baseline, cued, and post; n=11).

<table>
<thead>
<tr>
<th>Participant code</th>
<th>OTA Baseline</th>
<th>OTA Cued</th>
<th>OTA Post</th>
<th>OTA percentage change from baseline (%)&lt;sup&gt;a&lt;/sup&gt; Cued</th>
<th>OTA percentage change from baseline (%)&lt;sup&gt;a&lt;/sup&gt; Post</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMUP01</td>
<td>1.32</td>
<td>1.23</td>
<td>1.51</td>
<td>-6.99&lt;sup&gt;b&lt;/sup&gt;</td>
<td>14.37</td>
</tr>
<tr>
<td>MMUP02</td>
<td>1.08</td>
<td>1.06</td>
<td>1.04</td>
<td>-1.94&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-3.89&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>MMUP03</td>
<td>2.27</td>
<td>2.46</td>
<td>1.83</td>
<td>8.46</td>
<td>-19.16&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>MMUP04</td>
<td>1.11</td>
<td>1.04</td>
<td>1.25</td>
<td>-6.66&lt;sup&gt;b&lt;/sup&gt;</td>
<td>12.30</td>
</tr>
<tr>
<td>MMUP05</td>
<td>1.84</td>
<td>1.58</td>
<td>1.64</td>
<td>-14.11&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-10.88&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>MMUP06</td>
<td>1.16</td>
<td>1.07</td>
<td>1.22</td>
<td>-7.36&lt;sup&gt;b&lt;/sup&gt;</td>
<td>5.13</td>
</tr>
<tr>
<td>OUP01</td>
<td>0.85</td>
<td>0.92</td>
<td>0.88</td>
<td>-7.72&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-3.06&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>OUP02</td>
<td>1.14</td>
<td>1.14</td>
<td>1.18</td>
<td>0.44</td>
<td>3.80</td>
</tr>
<tr>
<td>OUP03</td>
<td>3.32</td>
<td>1.75</td>
<td>1.56</td>
<td>-47.35&lt;sup&gt;b&lt;/sup&gt;</td>
<td>-52.93&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>OUP04</td>
<td>0.79</td>
<td>0.79</td>
<td>0.80</td>
<td>-0.04&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.17</td>
</tr>
<tr>
<td>OUP05</td>
<td>0.86</td>
<td>0.76</td>
<td>0.74</td>
<td>11.68</td>
<td>14.01</td>
</tr>
</tbody>
</table>

<sup>a</sup>Represents the change from the baseline toward the normative range of symmetry (0.9 - 1.1), representing the healthy portion of the population.

<sup>b</sup>Negative values indicate an improvement in symmetry.

Figure 6. Graphical representation of OTA values shown in Table 3. Perfect symmetry (1.0) and normative asymmetry levels in the range of 0.9-1.1 are shown by horizontal green lines.
Figure 7. Temporal changes. The participant distribution is based on their overall-temporal-asymmetry percentage change compared to baseline. The three study conditions (baseline, cued, and post) are represented by the three levels of the flowchart.

Temporal Data Results Summary

In this study, three outcomes were possible for the cued and post conditions: Compared to the baseline, a participant’s OTA could improve, worsen, or stay the same. Alterations of the OTA were considered meaningful if their magnitude was ±5% compared to each individual’s baseline.

As shown in Table 3 and Figure 6, six of the 11 participants with brain injury exhibited immediate improvements in their gait, with their OTA values decreasing toward better symmetry in the cued condition compared to their baseline. Of these 6, 2 maintained a more symmetric OTA value in the post condition compared to their initial baseline, 3 became worse with increasing OTA values, and 1 returned back to the baseline level of asymmetry.

During the cued condition, 2 of the 11 participants became more asymmetric, with their OTA values increasing compared to their baseline. Of these two participants, one (patient code OUP05) maintained a more asymmetric OTA value in the post condition while the other (patient code MMUP03) showed a big improvement compared to the baseline.

Of the 11 participants, 3 did not show any changes in their OTA values, in either the cued or post condition. These data are summarized in Figure 7, where each level on the flowchart represents each condition (baseline, cued, and post). Temporal gait changes for each participant are color-coded: green indicates an improvement, red indicates an increase in asymmetry, and blue indicates no change. All comparisons are made against each individual’s baseline values.

Spatial Data

Spatial data usefully complement temporal data for assessing changes in gait symmetry. The step length is a valuable metric for assessing the therapeutic effect of rhythm in gait rehabilitation and can be used for calculating changes in spatial gait asymmetry [24,31,32].

Two aspects of spatial data were analyzed: firstly, step length in the cued and post conditions were compared against the baseline, and secondly, the spatial asymmetry value was calculated using the same formula discussed above for the OTA.

Due to the great variability between participants, useful information can be extracted by considering both changes in mean values and changes in individual cases. Changes in mean values are considered first.

In contrast to the change in symmetry, the average stride length decreased by 16 mm in the cued condition compared with the baseline, and increased by almost 50 mm in the post condition over baseline (Figure 8). Bearing in mind that all participants in this study had experienced hemiparetic stroke with various degrees of cognitive and motor control deficiencies, it may be that the increased cognitive load of attending to the rhythm led to shorter stride lengths. A related but slightly different argument might be that asking participants to walk while following the haptic rhythm may have led to more conscious attention to their movement, increasing cognitive load and causing them to take shorter and more careful steps. Further light is cast on these hypotheses by the observation of considerably longer steps in the post condition, where the external haptic rhythm was removed and participants were asked to walk to the rhythm from memory.
The standard error value remained similar for all conditions: SE 215 mm, SE 223 mm, and SE 217 mm. This suggests that, on average, stride length did not become more or less variable during either the cued or the post condition when compared to the baseline. Unsurprisingly, in all conditions, the mean paretic stride length was shorter than the nonparetic stride length (Table 4).

Table 4. Average stride lengths of 6 participants using optical marker data from a Qualisys motion capture system. Each value represents the mean of trials in each condition (baseline, cued, post).

<table>
<thead>
<tr>
<th>Participant code</th>
<th>Paretic leg, mean stride length (mm)</th>
<th>Nonparetic leg, mean stride length (mm)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Baseline</td>
<td>Cued</td>
<td>Post</td>
</tr>
<tr>
<td>MMUP01</td>
<td>1106.71</td>
<td>1086.47</td>
<td>1110.63</td>
</tr>
<tr>
<td>MMUP02</td>
<td>812.59</td>
<td>1001.08</td>
<td>1092.22</td>
</tr>
<tr>
<td>MMUP03</td>
<td>647.08</td>
<td>586.77</td>
<td>717.40</td>
</tr>
<tr>
<td>MMUP04</td>
<td>1146.11</td>
<td>1182.15</td>
<td>1193.77</td>
</tr>
<tr>
<td>MMUP05</td>
<td>743.89</td>
<td>709.52</td>
<td>630.48</td>
</tr>
<tr>
<td>MMUP06</td>
<td>1159.07</td>
<td>992.25</td>
<td>1117.81</td>
</tr>
</tbody>
</table>

Spatial Data Results Summary
As previously noted, in situations with great individual variation, it is important to consider and analyze individual results from all participants before drawing firm conclusions. In this section, individual changes in spatial data are summarized. For 3 of the 6 participants, the mean cued stride length was shorter than the baseline. When cued, 1 participant walked with longer stride lengths, and 2 did not show any changes when walking with the cue.

When walking to the rhythm from memory in the post condition, the stride lengths of 2 participants increased, 1 decreased, and 3 showed no change. Interestingly, the same 2 participants were unchanged during cueing and post.

This data is summarized in Figure 9; each condition (baseline, cued, and post) is represented by a different level in the flowchart. Spatial changes for each participant are color-coded: green indicates an improvement, red indicates a decrease in stride lengths, and blue indicates no change. All comparisons are made against each individual’s baseline values.
Figure 9. Spatial data. The participant distribution is based on their stride-length percentage change compared to baseline. The three study conditions (baseline, cued, post) are represented by the three levels of the flowchart.

**Discussion**

**Interpretation of the Findings**

The purpose of this study was to examine the effects of rhythmic haptic cueing on spatial and temporal gait characteristics of people with hemiparesis.

Two kinds of improvement (amongst others) that physiotherapists and other relevant health professionals seek to achieve in the gait of a survivor of hemiparetic stroke are better temporal symmetry and longer stride length. One must be careful in the interpretation of quantitative information in terms of mean results from studies with a relatively small number of participants; however, we did observe overall improvements in symmetry and longer strides, both during and immediately after cueing.

Nevertheless, a more nuanced and arguably more interesting story unfolds when considering the results of individuals. Individual temporal and spatial results for each participant are presented separately in Figures 5 and 6.

**Temporal Walk Symmetry and Temporal Gait Pattern**

Of the 11 participants, 6 showed immediate improvements in their OTA values during the cued condition (Figure 7). This indicates a more symmetric walking pattern, with the participants spending more time on their paretic leg, reducing the burden on the nonparetic leg. Of these 6 participants, 2 retained near normative OTA value in the post condition, in which they were asked to walk to the rhythm from memory. This suggests rhythm persistence and continuing entrainment influencing their motor response after the cue is removed. An analogous phenomenon has been noted in the past by Thaut [24] where patients with hemiparesis were given an audio-rhythmic stimulus for long periods of time before asking them to walk to the rhythm from memory. Our study appears to be the first to show a similar persistence effect with a haptic cue and to demonstrate that this can take effect with relatively short exposure.

Of the 4 participants who exhibited improvements in the cued condition, 1 returned to their baseline symmetry and the other 3 showed evidence in the post condition of becoming more asymmetric than their baseline. This increase in asymmetry may be attributable to fatigue, as the post condition was at the end of the study, after the participants had already walked roughly 120 meters (2x6x10 meters). While such a distance may not tax an able-bodied person, it can be considerably taxing for people with hemiparesis. Comments from 2 participants shared that this was the longest they had walked since their stroke. Fatigue may have negatively affected the performance of other participants in the post condition without bringing it below baseline.

Moreover, 3 participants (participant codes MMUP02, OUP02, and OUP04; Figure 7) showed no change in either the cued or post conditions. This may be either because they did not understand or engage with the task or simply because they had far less room for improvement than other participants; these 3 participants had OTA values that approached normative in the baseline condition (1.08, 1.14, and 0.79, respectively, compared to the normative range of 0.9-1.1). However, 1 of these 3 participants (participant MMUP02) showed improvement in step lengths for both conditions, compared to her baseline. This indicates the possibility of therapeutic gait-related benefits and shows the change in confidence a simple intervention can make, as well as its effect on healthier kinematics, even without a change in temporal gait pattern. Unfortunately, no spatial data were collected for the other 2 participants (participants OUP02 and OUP04).

**Stride Lengths Changes**

In this study, only 1 out of the 6 participants showed an immediate improvement in stride length and also maintained it during the post condition (Figure 9). Participant MMUP02, who normally uses a walking stick to ambulate, requested to do the trials without her stick, against the recommendations of one of the present physiotherapists. When asked immediately after the trials, participant MMUP02 commented, “it’s when I’ve gone
outside [my house] I’ve got no confidence, so I have the walking stick. [...] I felt a lot stronger walking in there without the stick. It made a difference in that I had a bit more confidence. I felt confident without the stick.” When asked if this confidence arose from having the physiotherapist team present in the room with her, she initially agreed but then suggested further reasons: “Yes, I felt confident when she [physiotherapist] was there [next to her], but when she wasn’t there, I still felt that confidence” [Participant MMUP02].

During the trials, the clinical gait analyst attending the study also commented on how the posture of this participant had changed from being crouched over her walking stick to walking upright and looking ahead. “Look how tall she [MMUP02] stands.” Interestingly, participant MMUP02 is one of the participants that showed no change in her temporal data. This outcome is not entirely surprising as there is evidence in the literature to suggest that spatial and temporal parameters need not be directly related [33].

Video footage of the study was informally shown to the expert physiotherapists collaborating in this research who assisted with the initial participant recruitment for this study. As some of the study participants were their regular patients, they were also asked to comment on anything they saw as noteworthy. One of the physiotherapists remarked that participant OUP02 (who is also one of her regular physiotherapy patients) changed her habits after this study to include more walks in empty supermarket corridors during early mornings, when it is less busy. “[Participant OUP02] became more confident…(and) started using a lighter walking stick,” which the therapist interpreted as another sign of increased confidence in her capabilities. While watching a video of participant OUP02 walking in one of the cued trials, the physiotherapist commented that “it’s so nice to see her [OUP02] not thinking too much about her right (paretic) leg. Just let it go; let it flow.”

After discussing the above findings with the physiotherapists assisting with the study, an interesting link between mood and confidence during the walk was observed. One of the participants started using a lighter walking stick. “[Participant OUP02] became more confident…(and) started using a lighter walking stick,” which the therapist interpreted as another sign of increased confidence in her capabilities. While watching a video of participant OUP02 walking in one of the cued trials, the physiotherapist commented that “it’s so nice to see her [OUP02] not thinking too much about her right (paretic) leg. Just let it go; let it flow.”

Spatial data were gathered from 6 of the 11 participants using a motion capture system; it showed 3 of the 6 participants with shorter strides with the cue than during their baseline. These spatial changes may be linked to confidence during the walk, with shorter strides indicating a temporary decrease in confidence levels or possibly a higher cognitive load. Spatial asymmetry remained improved during the post condition.

Results from the study indicate some short-term rhythm persistence in memory (post-cue condition) and entrainment to the rhythm from memory. This is not the first time this phenomenon was observed [26,27]; however, it is the first time it has been observed in the context of gait entrainment using haptically presented rhythms. This rhythm-persistence phenomenon may have significant implications for certain patients with hemiparesis who suffer from attention deficits that make it challenging to perceive the rhythm and walk at the same time. This suggests a range of studies to investigate this phenomenon in more depth in the future. This study has also shown empirically that improvements to spatiotemporal gait characteristics can occur immediately after haptic cueing, leading to a more symmetric and healthier gait pattern for a substantial portion of participants. However, this was a lab-based study, with participants with hemiparesis receiving limited exposure to the haptic rhythm. The effects of longer exposure to a haptic rhythm for gait rehabilitation in a home setting are currently unknown. A longitudinal study can be designed to investigate the effects of the haptic rhythm on patients with hemiparetic gait over longer exposure times. In addition, a longitudinal study could also include possible usability metrics (eg, increased confidence, technology acceptance) that were observed in this study but not formally investigated.

Conclusions
This paper presents a detailed empirical study of gait rehabilitation using haptic entrainment.

This study appears to be the first systematic study of haptic cueing for gait rehabilitation. Consequently, there is not a lot of previous work available for direct comparison. However, while audio-based rhythmic cueing for rehabilitation is typically conducted differently (eg, using treadmills), previous research on it has typically used similar metrics, such as stride length and stride time [34-36], and it has been associated with a similar degree of improvement [20,36].

Given the great variability of survivors of stroke and the limited number of available participants, there is no claim here of statistical evidence able to support a formal experimental result of improved gait. However, with this participant variability in mind, this empirical gait investigation may be viewed as a set of 11 case studies and more modest empirical claims can be made. At a case study level, improvements were seen in the temporal data of 6 of the 11 study participants.

An overall beneficial decrease in the hemiparetic participants’ OTA values was found, indicating an immediate improvement and a more symmetric and healthier gait pattern for 6 out of the 11 participants.

Spatial data were gathered from 6 of the 11 participants using a motion capture system; it showed 3 of the 6 participants with shorter strides with the cue than during their baseline. These spatial changes may be linked to confidence during the walk, with shorter strides indicating a temporary decrease in confidence levels or possibly a higher cognitive load. Temporal asymmetry remained improved during the post condition.

This study appears to be the first systematic study of haptic cueing for gait rehabilitation. Consequently, there is not a lot of previous work available for direct comparison. However, while audio-based rhythmic cueing for rehabilitation is typically conducted differently (eg, using treadmills), previous research on it has typically used similar metrics, such as stride length and stride time [34-36], and it has been associated with a similar degree of improvement [20,36].

Given the great variability of survivors of stroke and the limited number of available participants, there is no claim here of statistical evidence able to support a formal experimental result of improved gait. However, with this participant variability in mind, this empirical gait investigation may be viewed as a set of 11 case studies and more modest empirical claims can be made. At a case study level, improvements were seen in the temporal data of 6 of the 11 study participants.

An overall beneficial decrease in the hemiparetic participants’ OTA values was found, indicating an immediate improvement and a more symmetric and healthier gait pattern for 6 out of the 11 participants.

Spatial data were gathered from 6 of the 11 participants using a motion capture system; it showed 3 of the 6 participants with shorter strides with the cue than during their baseline. These spatial changes may be linked to confidence during the walk, with shorter strides indicating a temporary decrease in confidence levels or possibly a higher cognitive load. Temporal asymmetry remained improved during the post condition.
Finally, the approach of rhythmic haptic cueing can be extended to include other neurological conditions that lead to motor and gait deficits. Literature in rhythmic auditory stimulation provides evidence of the benefits of entrainment for neurological conditions such as Parkinson disease, cerebral palsy, and Huntington disease. An approach similar to the one adopted in this study for survivors of hemiparetic stroke and brain injury could be applied to investigate these other conditions. An initial case study with a single participant living with Huntington disease provided some encouraging results [37].
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Abstract

Background: Alzheimer disease (AD) is a degenerative progressive brain disorder where symptoms of dementia and cognitive impairment intensify over time. Numerous factors exist that may or may not be related to the lifestyle of a patient that result in a higher risk for AD. Diagnosing the disorder in its beginning period is important, and several techniques are used to diagnose AD. A number of studies have been conducted on the detection and diagnosis of AD. This paper reports the empirical study performed on the longitudinal-based magnetic resonance imaging (MRI) Open Access Series of Brain Imaging dataset. Furthermore, the study highlights several factors that influence the prediction of AD.

Objective: This study aimed to correlate the effect of various factors such as age, gender, education, and socioeconomic background of patients with the development of AD. The effect of patient-related factors on the severity of AD was assessed on the basis of MRI features, Mini-Mental State Examination (MMSE), Clinical Dementia Rating (CDR), estimated total intracranial volume (eTIV), normalized whole brain volume (nWBV), and Atlas Scaling Factor (ASF).

Methods: In this study, we attempted to establish the role of longitudinal MRI in an exploratory data analysis (EDA) of AD patients. EDA was performed on the dataset of 150 patients for 343 MRI sessions (mean age 77.01 [SD 7.64] years). The T1-weighted MRI of each subject on a 1.5-Tesla Vision (Siemens) scanner was used for image acquisition. Scores of three features, MMSE, CDR, and ASF, were used to characterize the AD patients included in this study. We assessed the role of various features (ie, age, gender, education, socioeconomic status, MMSE, CDR, eTIV, nWBV, and ASF) on the prognosis of AD.

Results: The analysis further establishes the role of gender in the prevalence and development of AD in older people. Moreover, a considerable relationship has been observed between education and socioeconomic position on the progression of AD. Also, outliers and linearity of each feature were determined to rule out the extreme values in measuring the skewness. The differences in nWBV between CDR=0 (nondemented), CDR=0.5 (very mild dementia), and CDR=1 (mild dementia) are significant (ie, P<.01).

Conclusions: A substantial correlation has been observed between the pattern and other related features of longitudinal MRI data that can significantly assist in the diagnosis and determination of AD in older patients.
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Introduction

Alzheimer disease (AD) is a degenerative brain ailment characterized by the development of dementia and other related cognitive impairments [1-3]. It is a heterogeneous, irreversible neurodegenerative disorder that may find an association with genetic complexity in the individual. The Alzheimer’s Association describes dementia as a syndrome comprising a cluster of symptoms that encompass several features including age, gender, education, and the Mini-Mental State Examination (MMSE) of the inflicted patients [4].

There has been a significant increase in the number of AD cases in recent years. It has been reported that it is the sixth most diagnosed disease in the United States. As of 2018, 5.7 million Americans of all ages have been diagnosed with AD [4]. Approximately 44 million people worldwide are living with AD or an associated kind of dementia [5].

With the advancement of technology pertaining to treatment methodologies and development of novel diagnostic tools, many of the modern age diseases are being diagnosed earlier and treated successfully. In contrast, AD still remains a poorly diagnosed ailment with little success in treatment.

In the information technology era, machine and deep learning tools have found a wide scope in medical diagnosis [6]. Although medical expert opinion, disease symptom, and other related data from the patient remain the prime parameters that help in the diagnosis of a particular disease, machine learning predictions, data analytics visualizations, and other artificial intelligence techniques have emerged as alternate ways to predict diseases and help the current state of the medical world in a great way [7,8].

The occurrence of cognitive disorders is a common feature observed in elderly people, and this can be considered a primary indication of a growing dementing syndrome like AD [9]. Individuals with cognitive disorders experience mild cognitive impairment (MCI) [10-12]. Various biomarkers or related parameters may evolve that can help in the diagnosis of AD in patients. Similarly, techniques like magnetic resonance imaging (MRI) studies, positron emission tomography scans, and neurochemical testing of the cerebrospinal fluid can also help in the diagnosis of AD [13,14].

In this study, we systematically examined the distinct and interactive impact of age, gender, education, socioeconomic status (SES), Mini Mental State Examination (MMSE), Clinical Dementia Rating (CDR), estimated total intracranial volume (eTIV), normalized whole brain volume (nWBV), and Atlas Scaling Factor (ASF) on the basis of several longitudinal MRI sessions of various patients. The information was retrieved from the Open Access Series of Brain Imaging (OASIS-2) dataset. We performed exploratory data analysis (EDA) to understand the correlation between various feature sets. Consistent with the literature, we predicted that men were more likely to be diagnosed with AD compared with women. The gender bias can be correlated to the dataset dependency. The ε4 allele of the apolipoprotein E gene (APOE-ε4) has also been reported to play a major role in the occurrence of AD. We did not include APOE-ε4 data in the study in order to avoid the complexity. A significant relationship has been observed among educational background and SES of the patients and emergence of dementia. Anomalies and linearity of each of the features were resolved to remove extreme values in determining the skewness.

Methods

Subjects

The dataset used in this study consists of a longitudinal collection of MRI data in demented and nondemented older adults. A total of 150 subjects aged 60 to 96 years participated in 373 MRI sessions. The data included in this study were based on the subjects reported to a longitudinal collection of MRI scans at the Washington University Alzheimer Disease Research Center [15].

The T1-weighted MRI acquisition of each subject was performed on a 1.5 Tesla Vision scanner (Siemens). Related technical details are as follows: sequence of magnetization prepared rapid acquisition gradient echo, repetition time=9.7 msec, echo time=4.0 msec, flip angle=10°, inversion time=20 msec, delay time=200 msec, orientation is sagittal, thickness=1.25 mm, gap=0 mm, slice number=128, and resolution=256x256 (1x1 mm) [15].

Methodology

In this analysis, we cataloged previous EDA. The general objective of the study was to report the relative association between the target group (demented or nondemented) and other features that play a major role in the diagnosis of AD. Furthermore, we examined the risk of AD induction in inflicted patients. We analyzed longitudinal MRI data of both healthy patients and patients with AD [15].

Scoring Rules

In this study, we used the following instruments to determine the state of the healthy versus inflicted brain.

- SES: according to the Hollingshead Index of Social Position, the SES is classified into groups of highest status (1) and lowest status (0) [16]
- MMSE: values range from 0 to 30; 0 to 9 indicates extreme impairment, 10 to 18 demonstrates moderate dementia, 19 to 23 mild dementia, and 24 to 30 is considered normal [17]
- CDR: scored after a semistructured discussion with the patient, with scores ranging from 0 to 3 (i.e., 0=none, 0.5=very mild, 1=mild, 2=moderate, 3=extreme dementia) [18]

Experiment Environment

Empirical analysis of the dataset described in this paper was performed using Python libraries conducted on the Jupyter platform of Anaconda Navigator. The Jupyter platform presents a well-defined skeleton for developers to process, develop, and assess their models. Python is an interpreted and high-level programming language comprising dynamic semantics. It includes Seaborn, a visualization library through which statistical graphs can be plotted with the aim of performing univariate and multivariate analyses.
Exploratory Data Analysis

EDA is a data analysis methodology using techniques that are usually graphical. It maximizes understanding of the dataset, reveals underlying structure, detects anomalies and outliers, extracts imperative features, and ascertains ideal factor settings [19]. EDA is not similar to statistical graphics despite the fact that the two terms are used interchangeably. It is a more direct approach that allows the data to reveal the underlying model and its structure [19].

In this study, we focused on establishing a correlation between attributes of MRI tests and patient classification groups. The primary objective of performing this exploratory analysis was to determine the association of data among the features before performing the data analysis or data extraction process. It was supposed to assist in understanding the data subclassification and facilitate choosing the proper analysis technique for the model later.

Dataset Description

The dataset comprised 373 observations and 15 attributes, out of which group was the target variable while the rest were the independent variables in this empirical study. Table 1 provides a description of the dataset attributes.

Figure 1 outlines the dataset attributes in terms of the total count of each attribute for 15 columns on the basis of null/nonnull and data type of respective attributes. It can be seen from the figure that SES and MMSE consist of values less than the total 373 MRI sessions, marked by the red right bracket in the figure. This is what missing values relates to. The rest of the features, marked by the blue right brackets, do not contain any missing values (ie, for the total 373 sessions, all recorded MRI features emerged as nonnull and without any missing value).

The $P$ values used for comparison in the study are shown in Table 2.

Table 1. Detail of dataset attributes.

<table>
<thead>
<tr>
<th>Number</th>
<th>Attribute name</th>
<th>Attribute description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Subject ID$^a$</td>
<td>Patient’s identification number</td>
</tr>
<tr>
<td>2</td>
<td>MRI$^b$ ID</td>
<td>Patient’s imaging identification number</td>
</tr>
<tr>
<td>3</td>
<td>Group</td>
<td>Demented, nondemented, or converted</td>
</tr>
<tr>
<td>4</td>
<td>Visit</td>
<td>Number of visits of each patient</td>
</tr>
<tr>
<td>5</td>
<td>MR$^c$ Delay</td>
<td>Magnetic resonance delay is the delay time given before the image procurement in real time</td>
</tr>
<tr>
<td>6</td>
<td>M/F$^d$</td>
<td>Patient’s gender</td>
</tr>
<tr>
<td>7</td>
<td>Hand</td>
<td>Right-handed or left-handed</td>
</tr>
<tr>
<td>8</td>
<td>Age</td>
<td>Patient’s age at the scanning</td>
</tr>
<tr>
<td>9</td>
<td>EDUC$^e$</td>
<td>Educational level of the patient</td>
</tr>
<tr>
<td>10</td>
<td>SES$^f$</td>
<td>Socioeconomic status of the patient</td>
</tr>
<tr>
<td>11</td>
<td>MMSE$^g$</td>
<td>Mini-Mental State Examination score</td>
</tr>
<tr>
<td>12</td>
<td>CDR$^h$</td>
<td>Clinical Dementia Rate score</td>
</tr>
<tr>
<td>13</td>
<td>eTIV$^i$</td>
<td>estimated total intracranial volume result</td>
</tr>
<tr>
<td>14</td>
<td>nWBV$^j$</td>
<td>normalized whole brain volume result</td>
</tr>
<tr>
<td>15</td>
<td>ASF$^k$</td>
<td>Atlas Scaling Factor</td>
</tr>
</tbody>
</table>

$^a$ID: identification.  
$^b$MRI: magnetic resonance imaging.  
$^c$MR: magnetic resonance.  
$^d$M/F: male or female.  
$^e$EDUC: educational level of the patient.  
$^f$SES: socioeconomic status.  
$^g$MMSE: Mini-Mental State Examination.  
$^h$CDR: Clinical Dementia Rating score.  
$^i$eTIV: estimated total intracranial volume.  
$^j$nWBV: normalized whole brain volume.  
$^k$ASF: Atlas Scaling Factor.
Table 2. P value for the corresponding attribute.

<table>
<thead>
<tr>
<th>Attribute name</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>EDUC: educational level of a patient</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MMSE: Mini Mental State Examination</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CDR: Clinical Dementia Rating</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>nWBV: normalized whole brain volume</td>
<td>&lt;.01</td>
</tr>
</tbody>
</table>

Summary Statistics

Statistical information includes count, mean, standard deviation, first quartile, second quartile (median), third quartile, and minimum and maximum values of each attribute as shown in Table 3.

From the data depicted in Table 3, we can infer that the mean value is less than the median on some features and greater than the median value on certain another sets of features. The median value is represented by 50% (50th percentile) in the index column. The median value of each feature aids in the data preprocessing when dealing with the imputation step. There is a large difference in the 75th percentile and maximum values of predictors in MR delay, CDR, and eTIV. The observation suggests the occurrence of extreme values (ie, outliers) in the dataset.
Table 3. Summary statistics of each attribute.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Count</th>
<th>Mean (SD)</th>
<th>Min-max</th>
<th>Quartiles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>25%</td>
<td>50%</td>
</tr>
<tr>
<td>Visit</td>
<td>373.00</td>
<td>1.88 (0.92)</td>
<td>1.00-5.00</td>
<td>1.00</td>
</tr>
<tr>
<td>MRb delay</td>
<td>373.00</td>
<td>595.10 (635.49)</td>
<td>0-2639.00</td>
<td>0</td>
</tr>
<tr>
<td>Age</td>
<td>373.00</td>
<td>77.01 (7.64)</td>
<td>60.00-98.00</td>
<td>71.00</td>
</tr>
<tr>
<td>EDUCc</td>
<td>373.00</td>
<td>14.60 (2.88)</td>
<td>6.00-23.00</td>
<td>12.00</td>
</tr>
<tr>
<td>SESd</td>
<td>354.00</td>
<td>2.46 (1.13)</td>
<td>1.00-5.00</td>
<td>2.00</td>
</tr>
<tr>
<td>MMSEe</td>
<td>371.00</td>
<td>27.34 (3.68)</td>
<td>4.00-30.00</td>
<td>27.00</td>
</tr>
<tr>
<td>CDRf</td>
<td>373.00</td>
<td>0.29 (0.37)</td>
<td>0-2.00</td>
<td>0</td>
</tr>
<tr>
<td>eTIVg</td>
<td>373.00</td>
<td>1488.13 (176.14)</td>
<td>1106.00-2004.00</td>
<td>1357.00</td>
</tr>
<tr>
<td>nWBVh</td>
<td>373.00</td>
<td>0.73 (0.04)</td>
<td>0.64-0.84</td>
<td>0.70</td>
</tr>
<tr>
<td>ASFi</td>
<td>373.00</td>
<td>1.20 (0.14)</td>
<td>0.88-1.59</td>
<td>1.10</td>
</tr>
</tbody>
</table>

Min-max: minimum and maximum values.

bMR: magnetic resonance.
cEDUC: educational level of the patient.
dSES: socioeconomic status.
eMMSE: Mini-Mental State Examination.
fCDR: Clinical Dementia Rating.
geTIV: estimated total intracranial volume.
hnWBV: normalized whole brain volume.
iASF: Atlas Scaling Factor.

The dataset consists of many missing values (ie, some of the rows of certain attributes consist of no value, which is determined during the EDA step). To locate exactly which column comprises missing values, a heat map is plotted for all 373 MRI sessions initially, consisting of all the patient visits (Figure 2A). The SES and MMSE columns contain missing values (represented by yellow lines on a purple background). Figure 2B delineates the count of missing values in numeric form for all attributes. Figures 3A and 3B highlight the heat map and count of missing values for the 150 subjects for visit 1. SES is the only feature that consists of 8 missing values, while the rest of the features have all values filled.

Data Exploration

Initially, the dataset consisted of 373 MRI sessions out of which there were nondemented (n=72), demented (n=64), and converted patients (n=14). On the first visit, patients were grouped as nondemented and were categorized as demented at a later visit. The 14 converted patients are those patients which were found to be nondemented in the first visit, but in their second and third visits, they were diagnosed with dementia. Therefore, only the subjects of the first visit are being considered throughout the study, and total of 150 subjects have been explored under this analysis.

Figure 2. Illustration of missing values for 373 magnetic resonance imaging sessions for all patient visits.
Results

In this section, the results of the EDA are reported. Subsequent to applying the preprocessing and data preparation strategies, we attempted to break down the data outwardly and make sense of the dispersion of features as far as adequacy and effectiveness are concerned. By breaking down data, we have tried to make it more simple and meaningful. This helped in increasing the efficiency of the analysis.

Patient Demographic Profiles

The study comprised 62 males and 88 females within the age range of 60 to 96 years. Table 4 illustrates the demographic summary of patients who were examined for AD.

Table 4. Demographic profile of the study population (n=150).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>62 (41.3)</td>
</tr>
<tr>
<td>Female</td>
<td>88 (58.7)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>77.01 (7.64)</td>
</tr>
<tr>
<td>Age in years, median</td>
<td>77</td>
</tr>
</tbody>
</table>

Gender and Demented Proportion

The bar chart as demonstrated in Figure 4 confirms that men are more prone to dementia than women. The blue color, coded as 0, represents female, while the orange color, coded as 1, represents male. Of the 150 patients, 78 are in the demented category. Of the 78 demented patients, 40 are male.

Figure 4. Gender and demented proportion (female=0, male=1).

Correlation Matrix With a Heat Map

In order to build the model, an essential condition is to eliminate the correlated variables. Correlations were obtained by applying the Python Pandas corr() function, which aided us in visualizing the correlation grid built using a heat map.

The correlation matrix with heat map is illustrated in Figure 5. The dark shades represent positive correlation while lighter shades represent negative correlation. We exclude the target variable (ie, group) and then checked for the correlated independent variables. Thus we can infer that eTIV has a strong positive correlation with male/female (M/F) whereas it has a strong negative correlation with ASF among all.

Figure 3. Outline of missing values for 150 patients for the first visit.
Outliers Check With Box-Whisker Plot
A box-whisker plot displays the spread of quantitative data in a manner that facilitates comparisons between attributes. In Figure 6, the box illustrates the dataset’s quartiles whereas the whiskers stretch out to demonstrate whatever remains of the dispersion. The box-whisker schema is a standardized method for displaying the data distribution, which is dependent on 5 major aspects: minimum value, first quartile, median value (second quartile), third quartile, and maximum value. The middle rectangle traverses the first quartile to the third quartile, known as interquartile range (IQR). A fragment inside the rectangle demonstrates the median value. Whiskers above and beneath the rectangle demonstrate the areas of the minimum and greatest value. Outliers are either $3 \times \text{IQR}$ or progressively over the third quartile or $3 \times \text{IQR}$ or more beneath the first quartile. Thus, we can infer from Figure 6 that age, patient education level (EDUC), SES, MMSE, eTIV, and nWBV feature columns show outliers.

Skewness and Distribution Plot
The linearity of the attributes was determined by plotting a distribution graph. The graph was used to study the skewness of both the target variable and the independent variables. From Figure 7, it can be concluded that group, visit, MR delay, M/F, hand, and age feature columns appear to be normally distributed while all the remaining independent variables are discovered to be experiencing skewness.
Effect of Independent Variable on Dependent Variable

A graph was plotted between the target variable (ie, group: demented/nondemented) and independent variables. We plotted 8 such graphs, for age, EDUC, MMSE, ASF, eTIV, nWBV, SES, and CDR, shown in Figure 8.

The following features were inferred: (1) age: between 60 and 90 years; (2) EDUC: demented patients were less educated; (3) SES: considerable increment in the prevalence of dementia as we move from highest status to lowest status; (4) MMSE: nondemented group got much higher MMSE scores than the demented group; (5) CDR: more individuals with a score of 0.5 (ie, very mild dementia), fewer individuals with a score of 1 (ie, mild dementia), and very few with a score of 0 (ie, no dementia); (6) eTIV: higher for demented patients; (7) nWBV: nondemented group has higher brain volume ratio than demented group; and (8) ASF: demented patients have higher score than nondemented ones. The differences in nWBV between CDR=0 (nondemented), CDR=0.5 (very mild dementia), and CDR=1 (mild dementia) comes out to be significant (ie, $P<.01$).

Impact of Socioeconomic Status and Education Level in the Demented Group

The relationship between SES and EDUC on dementia can be inferred from Figure 9, which shows that individuals with the highest status (1) exhibit higher education levels while individuals with the lowest status (5) exhibit lower education level. Thus, years of education have an immense effect on dementia. The scatter plot with linear regression lines for SES
and EDUC display a positive correlation among EDUC and SES.

Figure 9. Scatter plot for socioeconomic status and level of education.

Correlation Between Converted Patients and Clinical Dementia Rating

The data shown in Table 3 suggest that 14 patients converted. These patients were earlier classified as nondemented and in a later visit found to have dementia. We tended to draw a relationship among these 14 converted patients with their respective CDR values on subsequent (second and third) visits. For developing a correlation between dementia and other related factors, we focused on changes incurred in CDR values. For earlier visits, it was 0.0, signifying that the patient was nondemented, while at a later visit, it changed to 0.5, indicating the patient had very mild dementia. Figure 10 shows a correlation between converted patients with their CDR values.

Figure 10. Distribution plot for converted patients and their Clinical Dementia Rating value.

Discussion

Principal Findings

This study provides an understanding of attributes related to AD in older adults. We observed that men are more likely to have AD compared with women. There are several major differences that frequently appear between men and women in the occurrence, presentation, and development of psychiatric disorders [20]. Earlier studies suggested that women are more prone to develop AD since they are at greater risk of depression compared with men [21]. The genetic factor APOE-ε4 has also been reported to affect men and women differently [21]. Riedel et al [22] stated that age, APOE-ε4, and sex are the most serious risk factors in the development of AD. Further, the rate of AD is practically identical in women and men until late age when the frequency becomes more prominent in women [22].

We performed an empirical analysis on the dataset comprising longitudinally obtained T1-weighted MRI data of 150 patients aged between 60 to 96 years. Among the 15 studied features, we found that only gender, age, educational years, SES, MMSE, CDR, eTIV, and nWBV were significantly associated with making an impact on the occurrence of AD in both demented and nondemented subjects. Our analysis demonstrated that patients aged between 70 and 90 years exhibit a higher clustering of dementia than nondemented patients. Since AD has a lower survival rate, it is the reason why data available in the aged patient is scarce. All patients examined were right-handed, thus handedness doesn’t have an effect in this analysis. Of the 150
patients, demented patients were found to be less educated compared with nondemented patients (Figure 8B).

We found an independent link between various features in both demented and nondemented groups and found that there were numerous correlated indicators of AD. Unfortunately, this study lacks an adequate feature set that could have helped in uncovering related associations efficiently.

We observed that over the change from higher (score 1) to lower (score 5) SES, there was a considerable decrease in the prevalence of dementia. In general, education has been found to be directly associated with SES. In fact, there seems to be a high to moderate level of association between education and occupation-based SES [23]. Social epidemiology relates education with SES by defining education as “the transition from a socioeconomic position largely received from parents to an achieved socioeconomic position as an adult” [16]. Various components of SES, viz. education, income and occupational status, can influence AD development in the aged patients [24].

The MMSE, a complete measure of cognitive impairment, has been widely used in the detection of AD. Arevalo-Rodriguez et al [25] performed an analysis to determine the MMSE accuracy for the detection of AD in people with mild MCI. In fact, the MMSE score cannot aid in categorizing people as demented or nondemented [25]. In contrast to this, we identified that the nondemented study group got a much higher MMSE score than the demented group.

The scoring of the CDR have been widely used in clinical trials and longitudinal studies to determine the state of dementia [18]. We found the CDR peaks at 0.5 (very mild dementia), followed by 1 (mild dementia) and 0 (no dementia). Unsurprisingly, our results are in agreement with those illustrated by Marcus et al [15], which states that patients who were categorized to be nondemented in the first visit were found to be demented in later visits with a CDR of greater than 0.

The plot for eTIV summarizing various data shows that demented patients have more eTIV compared with nondemented patients (Figure 8F). The intracranial volume, describing brain size, is found to be less in AD patients. Earlier, Tate et al [26] reported that there were certain patients for which the total intracranial volume emerged to have an impact on dementia prediction when the data were examined in a nonparametric manner.

In line with an earlier study using a subset of the data [27], we found that the nondemented group had a higher nWBV than the demented group. This could be attributed to the fact that AD may lead to shrinkage of neuronal tissues of the brain. Marcus et al [15] exploited nWBV as an approach to evaluate the anatomical features of the brain to determine the level of dementia. Several other studies suggested that nWBV declines upon advancement of AD stage and growing age of the patients [27-31].

Our findings suggest that demented patients have a higher ASF when compared with nondemented ones. The scaling factor changes the skull and native-space brain to the atlas target, which is determined by calculating the determinant of the transform matrix [32].

On the basis of data analysis, we infer that there was no correlation between the repeated measures. In longitudinal data analysis, it seems to be an easy and straightforward approach but an unrealistic alternative. To this end, we can justify it as a fair approach to assess the relationship among covariates irrespective of the visits. This structure was chosen at the commencement of the analysis, and we suggested that it bears a resemblance to the experimental correlations for improved estimate of standard errors.

Limitation

More feature set brain mapping is required to strengthen the robustness of the results and discover the causal methods underlying the relation between distinct features of both longitudinal and cross-sectional MRI data and the consequence on the late-life health.

Conclusion and Future Work

This study highlights the relationship between the target and the independent features in MRI sessions of AD patients. It can be argued that whatever effect the independent features have on the prediction of the target variable (demented/nondemented), it is unlikely to be dependent on the sample size relationship. We infer that men are more likely to suffer from AD than women. The study also finds that attributes such as eTIV, nWBV, and ASF have a greater correlation in the prevalence of AD in women compared with men. Finally, we conclude that imaging biomarkers play a major role in the diagnosis of AD.
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Abstract

Background: Electrogastrography is a noninvasive electrophysiological procedure used to measure gastric myoelectrical activity. EGG methods have been used to investigate the mechanisms of the human digestive system and as a clinical tool. Abnormalities in gastric myoelectrical activity have been observed in subjects with diabetes.

Objective: The objective of this study was to use the electrogastrograms (EGGs) from healthy individuals and subjects with diabetes to identify potentially informative features for the diagnosis of diabetes using EGG signals.

Methods: A total of 30 features were extracted from the EGGs of 30 healthy individuals and 30 subjects with diabetes. Of these, 20 potentially informative features were selected using a genetic algorithm–based feature selection process. The selected features were analyzed for further classification of EGG signals from healthy individuals and subjects with diabetes.

Results: This study demonstrates that there are distinct variations between the EGG signals recorded from healthy individuals and those from subjects with diabetes. Furthermore, the study reveals that the features Maragos fractal dimension and Hausdorff box-counting fractal dimension have a high degree of correlation with the mobility of EGGs from healthy individuals and subjects with diabetes.

Conclusions: Based on the analysis on the extracted features, the selected features are suitable for the design of automated classification systems to identify healthy individuals and subjects with diabetes.
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Introduction

Digestion is the breakdown of food into small water-soluble molecules that can be absorbed by the intestinal epithelium [1]. During digestion, food enters the mouth and undergoes mechanical and chemical processes that result in the breakdown of food and absorption of nutrients [1].

Electrogastrography is a noninvasive technique used to measure and record the gastric myoelectrical activity associated with the process of digestion [2]. Electrogastrograms (EGG) are the recordings of the electrical signals originating from the stomach
muscels. Several cutaneous electrodes are placed on the upper abdomen, over the stomach, for the acquisition of EGG signals [3]. The dominant frequency of the EGG signal is identical to the frequency of the electrical activity of the stomach. The frequency of a healthy EGG signal ranges from 2.6 to 3.7 cycles per minute (cpm), which is produced by the interstitial cells of Cajal located in the muscular wall of the gastric corpus and antrum [4].

Diabetic gastropathy is defined as a spectrum of neuromuscular abnormalities in subjects with diabetes with upper gastrointestinal symptoms for the diagnosis of gastric dysrhythmias [6-10]. Koch et al (2001) [6] discussed the clinical applications of electrogastrography in diabetic gastropathy. Altintop et al (2016) [7] proposed the use of parametric methods such as Cramer-Rao lower bound and power spectral density for the analysis of EGG signals obtained from subjects with gastroparesis and healthy volunteers using cutaneous electrodes [7]. Additionally, the authors extracted several features from the power spectral density functions, which were utilized to identify subjects with gastroparesis and healthy subjects [7].

The frequency spectra of healthy and diabetic EGG signals often show an exponential increase of power toward the very low frequency range (<1 cpm) [5]. These frequencies are not likely to originate from the stomach or other parts of the human body. These ultralow frequency components of EGG signals may be caused by factors such as low-frequency electrode noise due to variations in electrode potential, and movement artifacts [5]. Therefore, it is necessary to filter frequencies <1 cpm to avoid false interpretation. In recent years, the empirical mode decomposition (EMD) technique has been used to preprocess or filter several biosignals with high accuracy [11-15]. Furthermore, a study has proposed the use of the noise-assisted multivariate empirical mode decomposition for multichannel electromyography signal processing [11].

Feature extraction is a technique used to extract useful information that is hidden in biosignals. The selection of the appropriate feature is important, as it leads to precise analysis and high classification accuracy [16]. Additionally, during the feature selection process, potentially informative features can be selected for future classification processes and analysis. Furthermore, the performance of the classifier is highly sensitive to efficient informative features [17]. Several studies have proposed various feature extraction methods such as time domain features, frequency domain features, and time frequency domain features for the analysis of biosignals [16-18]. A study reviewed feature extraction methods on EGG signals using linear analysis in frequency and time-frequency domains and showed that the frequency domain methods provided more detailed information on EGG signal analysis than the time-frequency methods [15]. Another study about textile image classification based on its texture used the feature extraction methods Gray level co-occurrence matrix (GLCM), linear binary pattern, and a moment invariant [18]. The study found that the best result was achieved using a combination of GLCM and linear binary pattern features [18].

The objective of this work was to extract features from EGG signals from healthy individuals and subjects with diabetes to select useful and highly informative features for the diagnosis of diabetes. Additionally, we aimed to evaluate the correlation between the selected features and the process of digestion in both groups of individuals.

**Methods**

**Participants**

A total of 30 healthy individuals and 30 subjects with diabetes participated in this study. Participants ranged in age from 20 to 50 years.

The ethical clearance (HR/2017/MS/002) to conduct this research study was obtained from Global Hospitals & Health City, Chennai.

**EGG Signal Acquisition**

An EGG measurement system with 3 surface electrodes was developed and used to record the EGGs from healthy individuals and subjects with diabetes. Of the 3 electrodes, 2 electrodes were positioned on the outer curvature (fundus) and on the inner curvature (mid corpus) of the stomach with a separation distance of 5 cm between the electrodes, in accordance with the standard electrode placement protocol [19-21]. For isolation purposes, the third electrode was placed as ground, away from the stomach area. The acquired EGGs were amplified with an amplification system developed using IC AD624 [2] and were logged using LABVIEW hardware and software.

EGGs from all participants were acquired for a period of 10 minutes (Figures 1 and 2). All EGGs were preprocessed and analyzed using custom made functions in MATLAB R2011b [2].
Preprocessing of EGG Signals

The EMD analysis was used to decompose the input EGG signal into different frequency components called intrinsic mode functions (IMFs) [11]. The number of IMFs can be extracted following two fundamental requirements, the number of extrema or zero-crossings must be the same or differ by at most 1, and the mean of upper and lower envelopes of IMFs should be 0. By applying the EMD algorithm, the EGG signal \(x[n]\) can be represented as follows [11,12]:

\[
IMF_i[n] \quad \text{is the } i^{th} \text{ IMF, } r_k[n] \text{ is the residue, and } k \text{ is the total number of IMFs.}
\]

where \(IMF_i[n]\) is the \(i^{th}\) IMF, \(r_k[n]\) is the residue, and \(k\) is the total number of IMFs. The length, nonlinearity, and nonstationarity of the EGG signal determines the number of IMFs to be generated [11]. The EMD filter is well established and has been described in detail in the available literature [13-15]. In this study, the IMFs holding the ultralow frequency components <1 cpm were removed and the rest of the IMFs were added to obtain the filtered EGG signal. Further, the preprocessed EGG signals from healthy individuals and subjects with diabetes were subjected to feature extraction methods.

Feature Extraction

The feature extraction technique plays a vital role in achieving high classification accuracy in the analysis of biosignal processing. The process of feature extraction involves the transformation of raw EGG signals into a feature vector [22]. The 30 EGG signal features including descriptive statistics (mean, median, mode, minimum value, maximum value, standard deviation, skewness, and kurtosis), Hjorth parameters (activity, mobility, and complexity), entropy measures (Renyi entropy, Tsallis entropy, spectral entropy, and image entropy), fractal dimensions (Maragos fractal dimensions, MFD; and Hausdorff box count fractal dimension, HFD), the fast Fourier transform (FFT) peak, and the GLCM (contrast, correlation, energy, and homogeneity) were extracted from preprocessed healthy and diabetic EGG signals.

FFT Peak

The peak frequency of healthy and diabetic EGG signals was extracted using the FFT. By taking the FFT for recorded healthy and diabetic EGG signals, the frequency components present in the EGG signal were plotted against an amplitude spectrum of a single side. Further, the frequency component with maximum amplitude was considered as the peak frequency of an EGG signal.

Hjorth Parameters

Hjorth parameters are used to characterize the information on the temporal dynamics of the measured biosignals. In this work,
the Hjorth features activity, mobility, and complexity were extracted from healthy and diabetic EGG signals.

Activity represents the measurement of variance or the average power of an EGG signal. Activity is given as follows [23]:

\[
Activity = \text{var}(y(t)) \tag{2}
\]

where \(y(t)\) is the input EGG signal.

Mobility represents the average frequency of an EGG signal. The mobility parameter is defined as the square root of the ratio of the variance of the first derivative of the signal and the variance of the signal. Mobility of an EGG signal is defined as follows:

\[
The \text{mobility parameter has a proportion of standard deviation of the power spectrum.}
\]

Complexity represents a measure of variability of an EGG signal. Complexity of an EGG signal is defined as follows:

\[
The \text{complexity parameter indicates the similarity between input EGG signals to a pure sine wave. The value of complexity converges to 1 as the shape of the signal gets more similar to a pure sine wave.}
\]

### Entropy Measures

Entropy is defined as a measure of disorder associated with a system, and hence, it is a measure of information content, uncertainty, and complexity of the system.

The Rényi entropy of the sample \(H(\alpha)\) is given by the following equation [24]:

\[
H(\alpha) = \frac{1}{1-\alpha} \log \left( \sum_{i=1}^{N} p_i^\alpha \right)
\]

where \(p_i\) is the probability that a random variable takes a given value of \(n\) values and \(\alpha\) is the order of the entropy measure. As \(\alpha\) increases, the Rényi entropy increases. The Rényi entropy is an effective measure of the complexity of the signal [24-26]. The complexity of the EGG signals recorded from healthy individuals and subjects with diabetes were extracted using the Rényi entropy with 5 different orders of the entropy measure (\(\alpha=0.2, 0.4, 0.6, 0.8, \text{ and } 0.9\)).

The Tsallis entropy is one of the most promising information theoretic methods for biosignal analysis. The Tsallis entropy \(H_K\) is defined as follows [25]:

\[
H_K = \frac{1}{1-\alpha} \log \left( \sum_{i=1}^{N} p_i^\alpha \right)
\]

where \(p_i\) is a given set of probabilities and \(\alpha\) is a real number. As \(\alpha\) increases, the Tsallis entropy decreases. The information content of the EGG signals recorded from healthy individuals and subjects with diabetes were extracted using the Tsallis entropy with 5 different orders of the entropy measure (\(\alpha=0.2, 0.4, 0.6, 0.8, \text{ and } 0.9\)).

Time domain and frequency domain are the two different possible ways in which the entropy of a biosignal can be computed. The spectral entropy of EGG signals shall be computed in frequency domain [26]. The spectral components can be evaluated using the FFT. The concept of spectral entropy originates from a measure of information called Shannon entropy when applied to the power spectrum of a signal, spectral entropy \(S\) is given as follows [27]:

\[
S = -\sum_{k=1}^{N} \log(p_k)\]

where \(N\), \(\text{number of frequencies region, and } p_k\) are spectral amplitudes of \(k\) frequencies region.

### Fractal Dimension

Fractals are mathematical sets with a high degree of geometrical complexity, which can model many classes of time series data as well as images [28]. Maragos and Sun [29] developed an approach for estimating the fractal dimension of time dependent signals using morphological erosion and dilation operations to create covers around a signal’s graph at multiple scales. Maragos and Sun [29] proposed the “morphological covering method,” which utilizes multiscale morphological operations with varying structuring elements that improve other covering methods. Experimental investigations on the morphological covering method demonstrate good performance with low estimation errors.

### Spectrogram

The preprocessed EGG signals recorded from healthy individuals and subjects with diabetes were converted into a time corrected instantaneous frequency spectrogram using a spectrogram method. The spectrogram was plotted as an image with the intensities encoding the levels. The spectrogram had time on the x-axis and frequency on the y-axis [30]. Further, image entropy and HFD as well as the four GLCM features, contrast, correlation, energy, and homogeneity were extracted from converted healthy and diabetic spectrograms.

Image entropy is defined as a scalar value that represents the entropy of a grayscale image. Entropy is a measure of disorder or randomness that can be used to characterize the texture of the input image. Images with lesser entropy have lot of black sky, less contrast, and a large number of pixels. Image entropy is expressed by the equation [31]:

\[
H = -\sum_{i} p_i \log(p_i)
\]

where \(p_i\) is the probability that the difference between 2 adjacent pixels is equal to \(i\), and \(\log_2\) is the base 2 logarithm.

The HFD is a descriptor of the complexity of the geometry of a given set. The set can be the trajectory of any dynamical system and can be reconstructed from the measured data. Suppose that \(A\) is the set whose dimension is to be calculated. Let \(C(r,A) = \{B_1, B_2,...B_k\}\) be a finite cover of the set \(A\) by sets whose diameters are less than \(r\). Then, the following function defines a measure of the set \(A\) [30]:

\[
H_F(r) = \frac{\sum_{i=1}^{k} \log(\frac{1}{d_i})}{\log(r)}
\]

where \(d_i\) is the diameter of \(B_i\) and \(r\) is the scale parameter.
For most values of $D$, the limit leads to a degenerate measure, either or . The box-counting dimension estimate can be written as follows:

with sufficiently small $r$. The problem is determining if a given box of grid contains a point (or points) of trajectory over all boxes in grids.

The GLCM is a sum of the number of times that the pixel with the gray level value $i$ occurred in the specified spatial relationship to a pixel with the value $j$. The spatial relationship is defined as the pixel of interest and the pixel to its immediate right (horizontally adjacent). The size of the GLCM is proportional to the number of gray levels in the image [32,33]. In addition, the GLCM exposes certain properties about the spatial distribution of the gray levels in the texture image. The features contrast, correlation, energy, and homogeneity were extracted from the GLCM matrix of healthy and diabetic EGG signals.

Contrast is a measure of the intensity (contrast) between a pixel and its neighbor pixel over the whole image. Contrast is 0 for a constant image. In general, the property contrast is also known as variance and inertia [32]. Correlation is a measure of the correlation between a pixel and its neighbor pixel over the whole image. The correlation value shall be 1 or −1 for a perfectly positively or negatively correlated image, respectively. Energy is the sum of squared elements in the GLCM matrix. Energy is 1 for a constant image. In general, the property energy is also known as uniformity and uniformity of energy. Homogeneity is a measure of closeness of the distribution of elements in the GLCM to the GLCM diagonal. The homogeneity value shall be 1 for a diagonal GLCM.

Feature Selection Using a Genetic Algorithm

Using different feature extraction methods, a number of features can be extracted and, from them, effective informative features can be selected [34]. Further, the performance of a classifier is highly sensitive to the efficiency of the feature selection methods. Genetic algorithms are search-optimization techniques based on Darwin’s principle of natural selection [34,35].

In this work, a genetic algorithm–based feature selection method was adapted to search, identify, and select potentially informative features from extracted healthy and diabetic EGG signal features for feature analysis. The flowchart of the genetic algorithm is shown in Figure 3. If $F$ is the total number of features, then $2^F$ possible feature subsets can be created. The initial set of possible solutions or populations with a fixed population size is randomly constructed and fitness of each individual is evaluated with its fitness function. In this work, classification accuracy was adopted as the fitness measure. By adopting a genetic algorithm, the optimization was performed to select the optimal subset of features [34,35].

Of the 30 features extracted from preprocessed healthy and diabetic EGG signals, the 20 best features were chosen using a genetic algorithm–based feature selection method.

Figure 3. Flowchart of the genetic algorithm.

Results

Different patterns of EGG signals were observed in healthy individuals and subjects with diabetes. Figures 4A and 4B show a typical EGG signal recorded from a healthy individual and the single-sided amplitude spectrum of a healthy EGG signal, respectively.

Figures 5A and 5B show a typical EGG signal recorded from a subject with diabetes and the single-sided amplitude spectrum of a diabetic EGG signal, respectively.
Figure 4. (A) Typical electrogastrogram signal recorded from a healthy individual. (B) The single-sided amplitude spectrum of a healthy electrogastrogram signal.

Figure 5. (A) Typical electrogastrogram signal recorded from a subject with diabetes. (B) The single-sided amplitude spectrum of a diabetic electrogastrogram signal.

The variation of spectral entropy values was evaluated as a function of mobility of EGG signals recorded from healthy individuals (Figure 6A) and subjects with diabetes (Figure 6B). We found that the spectral entropies extracted from healthy EGG signals ($R=0.96741$) and diabetic EGG signals ($R=0.90993$) had a high correlation with mobility.

The variation of HFD values was investigated as a function of mobility of EGGs recorded from healthy subjects (Figure 7A) and subjects with diabetes (Figure 7B). HFD values extracted from healthy EGGs had a high degree of correlation ($R=0.91737$) with mobility. HFD values extracted from diabetic EGGs had a good correlation ($R=0.77178$) with mobility.
Figure 6. Variation of spectral entropy values as a function of mobility of electrogastrogram signals. (A) Healthy individuals. (B) Subjects with diabetes.

Figure 7. Variation of the Hausdorff box-counting fractal dimension values as a function of mobility of electrogastrograms. (A) Healthy individuals. (B) Subjects with diabetes.

The values of MFD were evaluated as a function of mobility of EGGs acquired from healthy subjects (Figure 8A) and subjects with diabetes (Figure 8B). MFD values extracted from healthy EGGs have a high degree of correlation (R=0.88976) with mobility. Similarly, MFD values extracted from diabetic EGG signals have a good correlation (R=0.8077) with mobility.

The average Hjorth parameters activity, mobility, and complexity of EGG signals were recorded from healthy individuals and subjects with diabetes (Figure 9). The average mobility and complexity of the EGG signals recorded from healthy individuals are higher than the average mobility and complexity of the EGG signals recorded from subjects with diabetes. Further, the average activity of the EGG signals recorded from subjects with diabetes is higher than the average activity of the EGG signals recorded from healthy individuals.

The MFD and HFD values of the EGG signals were recorded from healthy individuals and subjects with diabetes (Figures 10A and 10B, respectively). The average MFD of EGG signals recorded from healthy individuals is higher than the average MFD of EGG signals recorded from subjects with diabetes. Furthermore, the HFD of EGG signals recorded from healthy individuals are lower than the average HFD of EGG signals recorded from subjects with diabetes.
Figure 8. Variation of the Maragos fractal dimension values as a function of mobility of electrogastrograms. (A) Healthy individuals. (B) Subjects with diabetes.

Figure 9. Hjorth parameters (mean) of electrogastrogram signals recorded from healthy individuals and subjects with diabetes. Error bars indicate standard error.
Discussion

Principal Findings

Type 2 diabetes is a chronic disease that prevents the physiological system from using insulin efficiently. It is expected that the global number of type 2 diabetes cases will reach around 450 million by 2030. Undiagnosed diabetes is often associated with complications such as cardiovascular and kidney diseases. However, these risk factors are preventable by the early detection and diagnosis of diabetes [36]. In this regard, a method for the early detection of type 2 diabetes is of high value. The method needs to be simple, self-applicable, noninvasive, and safe. This study aimed to develop a device for mass screening of diabetes. The results confirmed that the frequency of 3 cpm is dominant in the EGG signals acquired from healthy individuals. However, a frequency of 9.6 cpm was dominant in the EGG signals acquired from subjects with diabetes. It was demonstrated that the EGG signals with diabetic complexities cannot be visualized or examined by naked eyes. Mobility is the average frequency of an EGG; therefore, it was highly correlated with the dynamic process of digestion. Additionally, the extracted features of healthy and diabetic EGGs were found to be well correlated with the physiological process of digestion. Further, it was demonstrated that the features spectral entropy, energy, HFD, and MFD provide information about abnormalities in the EGGs.

Conclusion

Human gastric myoelectrical activity can be measured using a noninvasive technique known as EGG. However, although frequency characteristics are one of the most significant parameters, the visual analysis of EGG signals is very difficult. Subjects with diabetes who have poorly controlled diet habits are often suspected of diabetic gastroparesis. In this work, features such as time domain features, frequency domain features, and time-frequency domain features were extracted from EGG signals recorded from healthy individuals and subjects with diabetes. Further, potentially informative features were selected using a genetic algorithm–based feature selection method. Additionally, the correlation of the extracted features with the mobility of the digestive system was analyzed. Results demonstrate that the extracted features grasp individual informative characteristics that can be used for analysis. Further, the features MFD and HFD have a high degree of correlation with the mobility of healthy and diabetic EGG signals. Additionally, the spectral entropy of EGG signals recorded from healthy individuals is highly correlated with the mobility of EGG signals recorded from healthy individuals and subjects with diabetes. This work appears to be of high clinical significance, as these extracted potentially informative features can be used for the analysis and classification of digestive system disorders. In the future, deep learning techniques can be utilized for the automated classification of healthy and diabetic EGG signals.
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Abstract

Background: Maturity-onset diabetes of the young (MODY) is a group of dominantly inherited monogenic diabetes, with HNF4A-MODY, GCK-MODY, and HNF1A-MODY as the three most common forms based on the causal genes. Molecular diagnosis of MODY is important for precise treatment. Although a DNA variant causing MODY can be assessed based on the criteria of the American College of Medical Genetics and Genomics (ACMG) guidelines, gene-specific assessment of disease-causing mutations is important to differentiate among MODY subtypes. As the ACMG criteria were not originally designed for machine-learning algorithms, they are not true independent variables.

Objective: The aim of this study was to develop machine-learning models for interpretation of DNA variants and MODY diagnosis using the ACMG criteria.

Methods: We applied machine-learning models for interpretation of DNA variants in MODY genes defined by the ACMG criteria based on the Human Gene Mutation Database (HGMD) and ClinVar database.

Results: With a machine-learning procedure, we found that the weight matrix of the ACMG criteria was significantly different between the three MODY genes HNF1A, HNF4A, and GCK. The models showed high predictive abilities with accuracy over 95%.

Conclusions: Our results highlight the need for applying different weights of the ACMG criteria in relation to different MODY genes for accurate functional classification. As proof of principle, we applied the ACMG criteria as feature vectors in a machine-learning model and obtained a precision-based result.
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Introduction

Monogenic diabetes results from DNA mutations in a single gene, which accounts for about 1%-4% of all cases of diabetes in the United States [1]. The most common form of monogenic diabetes is maturity-onset diabetes of the young (MODY), an autosomal dominant disease that most commonly occurs in adolescence or early adulthood [2]. Genetic sequencing is needed to identify the causal mutations and to diagnose different subtypes of MODYs [3]. The DNA variant causing MODY can be specifically assessed using the criteria established by the American College of Medical Genetics and Genomics (ACMG), as published in their guidelines [4]. Although the ACMG guidelines can be universally applied for all human DNA variants, our previous study suggested that a gene-specific assessment is important for identifying disease-causing mutations in different MODY genes [5]. In addition, contradictory evidence is commonly seen in functional classification of genetic variations when using the ACMG guidelines [6]. The ACMG guidelines may suggest a variant of uncertain significance; however, classification of the variant may have contradictory evidence, and some variants with contradictory evidence may turn out to have a reliable definite classification.

Machine learning has been advocated as an important tool for both clinical and research purposes in human diseases [7,8]. In this study, we aimed to develop machine-learning models for interpretation of DNA variants using the ACMG criteria, with a focus on DNA variants of three MODY genes (HNF1A, HNF4A, and GCK) underlying the three most common types of MODYs [9].

Methods

Data Collection for Machine-Learning Procedures

Known DNA variants of the three MODY genes HNF1A, HNF4A, and GCK were acquired from the dbSNP [10], the ClinVar database [11], and the Human Gene Mutation Database (HGMD) 2019 professional version [12]. Among the multihundred variants reported in these genes, approximately half have a classification of pathogenic/likely pathogenic (P/LP) according to the annotation in ClinVar or HGMD. According to the HGMD, the three genes were curated by Professor Andrew Hattersley, a leading genetic expert in MODYs [13]. The classification of variants as benign/likely benign (B/LB) varies between the different databases according to the annotation of ClinVar or dbSNP. Overall, for the three genes, there are 899 unique variants reported in HNF1A, including 569 P/LP sites and 330 B/LB sites; 1037 unique variants for HNF4A, including 182 P/LP sites and 855 B/LB sites; and 1664 unique variants for GCK, including 1065 P/LP sites and 599 B/LB sites. However, several of these variants have different annotation features between the different databases.

Feature Vector Generation

The feature vectors used for machine-learning modeling were the criteria based on the ACMG guidelines [14]. The criteria terms were generated based on InterVar [15], a computational tool that uses a preannotated or variant call format file as an input and generates automated interpretation based on the ACMG criteria. It should be noted that not all 33 ACMG criteria can be computationally scored. For example, the PS3 criterion requires well-established in vitro or in vivo functional studies supportive of a damaging effect on the gene or gene product. As a result, the following 15 ACMG criteria were used, which was also the length of feature vectors for the three MODY genes: PV51, PS1, PS4, PM1, PM2, PM4, PM5, PP2, PP3, PP5, BA1, BS1, BP4, BP6, and BP7.

Using machine-learning regression procedures, we normalized the weights for the evidence of different categories in accordance with the ACMG guidelines, assuming that the weight coefficient of PV51 is 1, that of PS is 1/2, that of PM is 1/6, and that of PP is 1/12. We additionally assumed that the weight coefficient of BA1, BS, and BP is –1, –1/2, and –1/4, respectively. As the ACMG criteria were not originally designed for machine learning, these criteria are not true independent variables. Multicollinearity among feature vectors is commonly seen within each gene, which is the case for the PM1 and PP2 criteria. By definition, a PM1 hit means that the variant is located in a mutational hotspot or in a critical and well-established functional domain without benign variation, and a PP2 hit means that there is a missense variant in a gene that has a low rate of benign missense variation and in which missense variants are a common mechanism of disease. In many situations, PM1 and PP2 are consistent with each other, which increases the risk of inappropriate weighting of the two criteria because of multicollinearity. To detect the collinearity among feature vectors, we calculated the variance inflation factor (VIF) and pairwise correlation coefficient for the ACMG criteria. Feature vectors with a VIF greater than 10 or a correlation coefficient larger than 0.8 were removed before the learning procedures.

Learning Procedures and Predictive Modeling

The machine-learning procedure used in this study was a typical logistic regression based on the Scikit-learn package in Python [16]. For detection of the weight matrix of the ACMG criteria, all variants, including P/LP and B/LB variants, were taken into account. For predictive modeling, we split the data based on 2-fold random shuffle processes. In other words, the P/LP and B/LB variants were split randomly into equally sized sets, with one set serving as training data and the other set serving as testing data, to determine the predictive capabilities of the model. This process was repeated 20 times to obtain the mean and standard deviation for accuracy measures, including sensitivity and specificity.

Results

Variation in the Weight Matrix of ACMG Criteria Among the Three MODY Genes

Based on the machine-learning procedure, we found that the weight matrix of the ACMG criteria was significantly different between the three MODY genes HNF1A, HNF4A, and GCK (Table 1, Figure 1). The differences are nontrivial and must be taken into consideration in clinical interpretation of DNA variants for genetic diagnosis.
Table 1. Weight matrix of the American College of Medical Genetics and Genomics criteria for three maturity-onset diabetes of the young genes.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Frequency</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HNF1A P/LP</td>
<td>HNF1A B/LB</td>
</tr>
<tr>
<td>PVS1</td>
<td>0.3040</td>
<td>0.0030</td>
</tr>
<tr>
<td>PS1</td>
<td>0.0018</td>
<td>0.0000</td>
</tr>
<tr>
<td>PS4</td>
<td>0.0000</td>
<td>0.0030</td>
</tr>
<tr>
<td>PM1</td>
<td>0.5149</td>
<td>0.0030</td>
</tr>
<tr>
<td>PM2</td>
<td>0.9772</td>
<td>0.4273</td>
</tr>
<tr>
<td>PM4</td>
<td>0.0053</td>
<td>0.0000</td>
</tr>
<tr>
<td>PM5</td>
<td>0.0264</td>
<td>0.0000</td>
</tr>
<tr>
<td>PP2</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>PP3</td>
<td>0.6151</td>
<td>0.0061</td>
</tr>
<tr>
<td>PP5</td>
<td>0.1195</td>
<td>0.0000</td>
</tr>
<tr>
<td>BA1</td>
<td>0.0105</td>
<td>0.2091</td>
</tr>
<tr>
<td>BS1</td>
<td>0.0228</td>
<td>0.5667</td>
</tr>
<tr>
<td>BP4</td>
<td>0.0193</td>
<td>0.0727</td>
</tr>
<tr>
<td>BP6</td>
<td>0.0123</td>
<td>0.1182</td>
</tr>
<tr>
<td>BP7</td>
<td>0.0123</td>
<td>0.0636</td>
</tr>
</tbody>
</table>

\(a\)P/LP: pathogenic/likely pathogenic variant.

\(b\)B/LB: benign/likely benign variant.

Figure 1. Weight matrix of three MODY genes, HNF1A, HNF4A and GCK: normalized weight for American College of Medical Genetics and Genomics criteria for three most common maturity-onset diabetes of the young genes.

Evidence for PS is rarely observed for the MODY variants. By contrast, evidence for PS4 (ie, the prevalence of the variant in affected individuals is significantly increased compared with the prevalence in controls) is commonly observed but is often misclassified. As an example, the \(HNF1A\) variant 12:12142087G-A (rs1183910) was reported to be associated with C-reactive protein, a marker of inflammation, in a genome-wide association study [17]. However, as a common single nucleotide polymorphism with a minor allele frequency of 0.292 in European populations, this cannot be a variant causing the rare and dominantly inherited form of \(HNF1A\)-MODY.

With respect to evidence for PM criteria, PM1, which is defined as a variant located in a mutational hotspot or in a critical and well-established functional domain (eg, active site of an enzyme) without benign variation, and PM2 (absent from controls or at extremely low frequency if recessive in Exome Sequencing Project, 1000 Genomes Project, or Exome Aggregation Consortium) are both commonly observed, in support of pathogenic variants in the three MODY genes. However, PM2
is also commonly seen among B/LB variants in these three genes, thus lacking specificity for functional classification. In this study, PM2 showed a VIF of 79.0 in HNF1A and a VIF of 247 in GCK. Therefore, although PM2 is much more common than PM1 for the three MODY genes, the weight of PM2 in HNF1A is lower than that of PM1.

With respect to the evidence for PP criteria, PP2 (missense variant in a gene that has a low rate of benign missense variation and in which missense variants are a common mechanism of disease) is absent in HNF1A and GCK, but is commonly seen in HNF4A. However, PP2 showed a correlation coefficient of 0.932 with PM1, and therefore does not add substantial weight to the classification of P/LP variants in HNF4A.

**Highly Accurate Predictive Ability for MODY Gene Pathogenicity**

HNF4A-MODY (MODY1), GCK-MODY (MODY2), and HNF1A-MODY (MODY3) are the three most common types of MODYs, accounting for ~70% of all MODY genes [18]. Therefore, a predictive model that can accurately recognize pathogenic variants would be useful for the diagnosis of novel mutations in these genes. As described in the Methods section, we used 2-fold random shuffle testing with 50% of the 3600 mutations as training data and the other 50% as testing data, and repeated the analysis 20 times. The logistic regression machine-learning model showed overall accuracy above 95% (1676/1786) for MODY gene mutations (Figure 2). Both HNF1A (true negatives=163, false positives=2) and HNF4A (true negatives=428, false positives=0) had a specificity close to 100%, and the specificity in GCK was also above 95% (true negatives=289, false positives=10). This lower specificity is also consistent with the benign phenotype and mild clinical expression of GCK-MODY.

**Figure 2.** Overall accuracy based on logistic regression machine learning. The boxplot represents the sensitivity and specificity for 2-fold random shuffle tests.

These results proved the principle that ACMG criteria could be applied as meaningful feature vectors in a machine-learning model, and such a model based on ACMG criteria could provide accurate pathogenic classification for other Mendelian disease genes in a gene-specific manner.

**Discussion**

Our results highlight the need for applying different weights of the ACMG criteria in the functional classification of DNA variants of different MODY genes. In the past decade, sequencing technologies have evolved rapidly with the advance of high-throughput next-generation sequencing (NGS). By adopting NGS, clinical laboratories are now performing an ever-increasing volume of genetic testing for genetic disorders. However, increased complexity in genetic testing has been accompanied by new challenges in sequence interpretation, and multiple new standards have been implemented for physicians and genetic counselors regarding the interpretation and reporting of sequence variants at different levels of pathogenicity.

Currently, there are multiple computational tools available based on different algorithms and databases that are being used to predict the pathogenicity of DNA variants, such as SIFT [19], MutationTaster [20], likelihood ratio test [21], FATHMM by a supervised machine-learning model [22], GERP++ by maximum-likelihood evolutionary rate estimation [23] for coding variants, and DANN for both coding and noncoding variants using a deep neural network [24]. However, all of these computational tools assess each gene with a common rule, which is not based on biology, whereas this study proposes that a gene-specific assessment for pathogenicity is required, at least for MODY genes [5].

The evolutionary selection pressures on MODYs vary across different genes, and is considered to be the lowest in the case of GCK-MODY [25]. Similar issues exist with functional classification based on the ACMG criteria, which are globally applied for all human genes. The ACMG criteria contain 33 terms that lead to five categories of mutations (“pathogenic,”...
“likely pathogenic,” “uncertain significance,” “likely benign,” and “benign”), as one of the most commonly used standards.

MODY represents a group of dominantly inherited monogenic diabetes, and HNF4A-MODY (MODY1), GCK-MODY (MODY2), and HNF1A-MODY (MODY3) are the three most common subtypes of MODY. These MODY genes are involved in different molecular pathways. MODY variants of different genes show different clinical features and thus require different treatments. For example, HNF1A-MODY is characterized by a reduced beta cell mass or impaired function, and has been treated with sulfonylureas for decades with excellent results [26]. Patients with HNF1A-MODY are highly sensitive to sulfonylurea treatment and may be susceptible to developing hypoglycemia during the treatment [26]. HNF4A-MODY has similar clinical features with HNF1A-MODY, and the affected transcription network plays a role in the early development of the pancreas. The pancreatic beta cells produce adequate insulin in infancy but the capacity for insulin production declines thereafter [27]. The beta cells in GCK-MODY have a normal capacity to make and secrete insulin, but do so only above an abnormally high glucose threshold, which results in a chronic, mild increase in blood sugar that is usually asymptomatic [25]. Accordingly, treatment of GCK-MODY can be achieved by a healthy diet and exercise, while oral hypoglycemic agents or insulin is of no benefit for these patients [25]. Therefore, accurate molecular diagnosis of these MODYs is important for precise treatment.

In conclusion, we applied a computational machine-learning method together with the ACMG criteria for functional classification of genetic variants of the three most common MODY genes, HNF1A, HNF4A and GCK. Our results show that a typical machine-learning model using 15 computational ACMG criteria as the feature vector has predictive abilities that are highly accurate (>95% accuracy) for hundreds of annotated variants in three MODY genes. Therefore, this model could serve as a fast, gene-specific method for physicians or genetic counselors assisting with diagnosis and reporting, especially when confronted by contradictory ACMG criteria. Moreover, we show that the weight of the ACMG criteria exhibits gene specificity, which advocates for the application of machine-learning methods with the ACMG criteria to capture the most relevant information for each disease-related variant.
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Abstract

Background: Ambulatory assessment of electrodermal activity (EDA) is an emerging technique for capturing individuals’ autonomic responses to real-life events. There is currently little guidance available for processing and analyzing such data in an ambulatory setting.

Objective: This study aimed to describe and implement several methods for preprocessing and constructing features for use in modeling ambulatory EDA data, particularly for measuring stress.

Methods: We used data from a study examining the effects of stressful tasks on EDA of adolescent mothers (AMs). A biosensor band recorded EDA 4 times per second and was worn during an approximately 2-hour assessment that included a 10-min mother-child videotaped interaction. The initial processing included filtering noise and motion artifacts.

Results: We constructed the features of the EDA data, including the number of peaks and their amplitude as well as EDA reactivity, quantified as the rate at which AMs returned to baseline EDA following an EDA peak. Although the pattern of EDA varied substantially across individuals, various features of EDA may be computed for all individuals enabling within- and between-individual analyses and comparisons.

Conclusions: The algorithms we developed can be used to construct features for dry-electrode ambulatory EDA, which can be used by other researchers to study stress and anxiety.
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electrodermal activity; functional data analysis; ambulatory stress assessment

Introduction

Background

Electrodermal activity (EDA), commonly known as galvanic skin response, is a measure of sympathetic nervous system activity that is used to assess physiological arousal. Measurement of and methods for examining EDA in the laboratory setting have been well described [1], but there is less guidance for ambulatory EDA. The aim of this study was to describe and illustrate several analytic methods, specifically functional data analysis (FDA) [2] and local polynomial regression with autoregressive (AR) errors [3], neither of which have previously been applied to EDA data. We also addressed the challenges of collecting ambulatory EDA, denoising the data, and detecting meaningful features common across participants. We concluded with opportunities and limitations of the future use of ambulatory EDA data.
Electrodermal Activity

EDA has been measured in the laboratory using gel electrodes typically placed on the palm. Entire books [1] and publication standards (eg, Society for Psychophysiological Research Ad Hoc Committee on Electrodermal Measures [4]) have been written about the measurement and the use of EDA data collected in the laboratory. However, much less has been written about the measurement of EDA in ambulatory settings [5], which has recently become popular because of the availability of dry-electrode wrist-worn devices that can be used while participants go about their daily activities. These devices have dry electrodes that are placed on the ventral wrist as opposed to laboratory placement on the palm. Emotional effects on EDA can be more sensitively recorded with electrodes on the palm rather than the wrist, but obviously, electrodes on the palm would interfere with normal activities. However, dry electrodes used in ambulatory measurement have uncertain contact with the skin in comparison with gel electrodes used in laboratory-based measurements. Important issues in the measurement of ambulatory EDA are the influence of temperature (both ambient and skin) and physical activity [4]. Several wrist-worn devices have been developed for the ambulatory collection of EDA as well as temperature and three-axis accelerometer [6,7] (eg, Affectiva Q sensor) and, more recently, blood volume pulse (eg, Empatica E4). This study used the iCalm device [8], which measures temperature and accelerometer as well as EDA (the Methods section provides a detailed description about this).

All these devices record the overall skin conductance (SC), which can be decomposed into what is referred to as tonic and phasic activity components [9-11]. Tonic activity varies slowly and is also referred to as skin conductance level (SCL). Individuals have different levels of tonic activity, that is, some individuals have a higher level of tonic activity and others have a lower level of tonic activity. In contrast, phasic activity varies rapidly in response to stimuli such as stress and is also referred to as the skin conductance response (SCR). The SCR amplitude is considered to be a measure of sympathetic activity. SCR is characterized by a rapid incline to a peak and then a slower decline back to the individual’s SCL [1]. Typically, the goal is to detect these peaks and compute their features (eg, amplitude), which can serve as predictors or outcomes in statistical models. Although the features can be detected by visualizing the data and coding the peaks, the amount of data that are typically collected in ambulatory research studies makes this time consuming and impractical. Next, we introduce the study from which the data were obtained before returning to approaches for analyzing ambulatory EDA data.

Power Source Parenting Study

Many adolescent mothers (AMs) have challenges effectively regulating emotion, which interferes with their use of positive parenting skills and places them at risk of maltreating their children. Data for this study were collected from participants in a pilot, group-randomized controlled trial of the Power Source Parenting (PSP) intervention for high-risk AMs [12,13]. The AMs were homeless and lived with their children in transitional living programs (TLPs) in a Northeast state. Each participant received a baseline and 2 postintervention follow-up assessments (at 3 and 6 months). Each assessment lasted between 1.5 and 2 hours, and the AMs wore the iCalm biosensor band that measured EDA throughout each of the 3 assessments, which included 2 potentially stressful tasks: (1) a timed Stroop task and (2) a 10-min videotaped mother-child interaction. We examined EDA at each assessment for the Stroop and video interaction tasks. We chose these 2 tasks because we expected that they induce different types of stressors (eg, Stroop task is a cognitive stressor) and they have differing degrees of structured activity. The Stroop task was more structured than the videotaped interaction task, and it more closely resembles the measurement of EDA in the laboratory (ie, AMs complete the computerized task seated alone without her child present). In contrast, the semistructured mother-child videotaped interaction does not have the constraints of carefully controlled laboratory settings but provides more ecologically valid information about maternal and child behaviors concurrent with measurement of AMs’ EDA that can be examined across participants.

In our study, different AMs had quite different features in their EDA profiles (ie, the EDA level over the time span of a single task), making it difficult to compare them directly. Some of the differences are noise, such as those from movement artifacts. Despite innovations in devices, ambulatory assessment of EDA is inherently noisier than laboratory assessment because of these movement artifacts and the dry electrodes. Thus, the first step in processing EDA data is to identify these artifacts so that these data can be discarded. The step typically involves applying a signal processing filter, such as a Hanning filter with a 1-second window [14], a zero-phase order 10 low-frequency Butterworth filter [5], or a finite impulse response (FIR) low-pass filter [15]. The application of a signal processing filter is not mandatory, as the next step, identifying valid versus invalid data, can be applied directly to the raw, unfiltered data [15]. Taylor et al [15] developed an algorithm using support vector machines (SVMs) to identify valid versus invalid data and applied it to both the raw SC data and SC data filtered using an FIR low-pass filter. SVMs have a disadvantage in that it is not transparent what rules are being implemented to classify data as valid versus invalid. In contrast, a rule-based algorithm was proposed [16] for classifying data as valid or not. For example, values of less than 0.05 μS could be excluded [5]. A disadvantage of this type of approach is that it is less flexible; however, it does not have the reproducibility problems that the Taylor et al [15] approach may have [16]. Usually, a combination of a signal processing filter and either a rule-based approach or a machine learning approach is used to identify and discard invalid data [5,15]. Given the valid data, the next step is to separate the tonic and phasic components.

Many of the previous methods for separating the components are based on EDA data collected in the laboratory in which the participant is exposed to a stimulus, such as a loud noise, at regular intervals (eg, interstimulus interval of 8 seconds). These methods include the sigmoid exponential model [11] and negative deconvolution [9]. Although these methods were developed for data collected in the laboratory, the negative deconvolution method has been applied to ambulatory data [14].
There is a question as to whether it is important to separate these components in ambulatory data because the stimuli are typically more gradual (typically referred to as nonspecific SC responses [1]) as opposed to the abrupt startle response stimuli typically used in laboratory research. Hernandez et al [14] analyzed the data without decomposing the tonic and phasic components and by decomposing them using nonnegative deconvolution and found that the decomposition provided more discriminative information. Thus, they recommended decomposing the EDA. Regardless of whether the EDA is decomposed or not, the next step is to identify features of the data, typically peaks, and compute the characteristics of these features.

One automated approach to detecting peaks and constructing features is available on an interactive website at the MIT Media Lab [15] and uses SVMs, although the focus was primarily on identifying valid versus invalid data. Kleckner et al [16] also did not focus on detecting peaks but only on identifying valid versus invalid data. Thus, there is very little guidance on detecting peaks once data have been identified as valid. We initially used the Taylor et al [15] approach and discovered that the approach did not identify many of the peaks and marked much of the data as invalid. The results of applying this approach are presented in Figure 1 for one AM as an example and are what motivated us to try to find a better approach to detecting peaks in the ambulatory setting.

In general, our approach was to (1) use the raw SC data or SC data filtered with an FIR low-pass filter, (2) identify valid versus invalid data using rules established in the literature, (3) decompose the signal into its tonic and phasic components using negative deconvolution, (4) apply a spline-based smoothing technique (eg, B-spline regression or local polynomial regression with AR errors) to the EDA profile, and (5) compute various features of the peaks identified from the smoothed curve. The latter 2 steps, particularly the spline-based approaches, are the unique contributions of this study. Comparisons between different groups of individuals can then be performed on the peak features, if desired.
Figure 1. Electrodermal activity peak detection results for the free-play (first 5 min) and teaching (second 5 min) videotaped interaction tasks for one control group mother (patient ID=102) and at baseline and 3-month follow-up assessments. EDA: electrodermal activity.

Methods

iCalm Sensor Band
The iCalm applies a constant voltage to the skin through 2 silver/silver chloride metal electrodes and measures the resulting current [8,13]. A transconductance amplifier is used to convert the current to a voltage, which is sampled at a rate of 4 Hz using a 12-bit analog-to-digital converter. Three-axis accelerometry and temperature were sampled at the same rate. The iCalm has been validated against laboratory measures of EDA [6]. The iCalm connects via Bluetooth to Android-based mobile phones.

Participants
The data were obtained from the aforementioned PSP intervention study of 71 mothers. The EDA values for some mothers were very low, which was primarily because of a lack of contact between the skin and the electrodes. The general guidance in the literature is to discard data in which the EDA is approximately 0 [16], as it indicates that the electrodes were not in good contact with the skin. Details regarding these invalid data are given in section Data Preprocessing. Finally, there were 5 AMs who did not return at any of the follow-up assessments and several AMs who had data at one but not both of the follow-up assessment periods; thus, we used 6-month follow-up data if an AM did not have data at the 3-month follow-up. The final sample size numbers are given following discussion of the identification of valid versus invalid data.

Procedures
The AMs were interviewed at the TLP in a private room by trained interviewers. The interviews included a survey questionnaire examining demographic and background characteristics; questions regarding mental health, parenting,
and risk-taking behaviors; as well as activities described in the Measures section. AMs wore the iCalm band on their right wrist throughout the duration of each interview. Following the interview, mothers in the intervention TLPs received the PSP intervention, whereas the control TLPs received standard care [12].

Measures

Each assessment included the computer-delivered survey, a variety of computerized tasks including the Stroop task, and the 10-min videotaped interaction of mothers with their child. In this analysis, we focused on the Stroop task and the videotaped interaction task. The Stroop task involved reading the written color names independent of the color name that is written as quickly as possible in 1 min. For the videotaped interaction task, the mothers were asked to play with their child as they usually do for the first 5 min, which we will refer to as free play. For the second 5 min of the interaction task, the mothers were asked to teach their child a concept that was slightly above their developmental level. This latter task, which we will refer to as teaching, was intended to be slightly frustrating for the mother and the child. In addition, a physical task (going up and down stairs for approximately 5 min) was only performed at the baseline assessment and only for the intervention group AMs. We examined these data as a comparison task in which there is a lot of movement.

Data Analysis

The data analysis for analyzing and comparing the EDA profiles entails several steps described earlier, including preprocessing, smoothing, identifying peaks, computing features of the peaks, and, finally, statistical modeling. In this section, we present the details of these steps with regard to our data. The R code for implementing the analysis is provided in Multimedia Appendix 1. To date, software for identifying invalid data, decomposing SC, detecting peaks, and constructing features has been written in either MATLAB or Python. To our knowledge, there are no R packages for handling these tasks.

Data Preprocessing

Data preprocessing involved computing the elapsed time since the beginning of the Stroop and video interaction tasks for each mother at the baseline and follow-up assessments so that both assessments and all AMs would be on the same time scale. Next, we constructed plots of EDA for each mother by task to visualize SC, detecting peaks, and constructing features has been written in either R. To our knowledge, there are no R packages for handling these tasks.

Functional Data Analysis

FDA considers the EDA profile as a single entity rather than as a collection of data points. Missing data or unequally spaced measurements are smoothed over. The target function is estimated by a linear combination of basis functions, specifically spline functions (hence the name B-splines) of a specific polynomial order m. The entire range of the target function is divided into subintervals at breakpoints called knots. Splines are then fitted in each interval and are adjusted to join the knots to estimate the underlying smoothed function. We also added a penalty on the roughness of the fitted curve, with the tuning parameter chosen by the generalized cross-validation (GCV) index. In addition, the number of knots was chosen by the method proposed by Ruppert [17]. We implemented this approach using the fda R package to smooth the data and create functional profiles. Specifically, we used the function create.bspline.basis to generate B-spline basis functions and then used the functions fdPar and smooth.basis to produce the fitted functional form as well as the corresponding value for the GCV index. The first 2 derivatives of the estimated function were calculated and saved for future use. The estimated smoothed curve captures the general features of the normalized EDA profile. The results could change significantly for the choice of location of knots and the number of knots. We chose the knots to be equally spaced on the time span, but it is not necessary that they be equally spaced [18]. If they are not equally spaced, then the spacing may need to be customized for each individual. For example, knots could be placed more closely together when the EDA profile is changing significantly and placed further apart when the EDA profile does not change as much (ie, when the EDA profile is flat).

Local Polynomial Regression

Local polynomial regression with AR errors is another technique to obtain a smooth estimate of the EDA profile. We applied a version of local linear regression for data with AR errors [3] because the EDA data in a profile is longitudinal and from the same individual (hence correlated). This approach assumes that the response variable is the sum of a smoothed unknown function of time and an error term, where the error term follows an AR model with d terms:

For a fixed d, the estimation procedure starts by obtaining an initial estimate by assuming working independence among observations and then calculating the corresponding residuals. The initial estimate is calculated by local linear regression with the plug-in bandwidth selector. The problem can be converted to a partial linear problem as follows:
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and \( \hat{\theta}_0 \) and \( \hat{\phi}_j \) are estimated by profile least squares. More specifically, we first estimate \( \hat{\phi}_j \) by the so-called difference-based method \[19\] and then derive a local linear smoother on the difference:

\[ \hat{\phi}(x) = \frac{1}{h} \sum_{i=1}^{n} w_i \phi(x - i/h), \]

as an estimate of the final \( \phi(x) \). The number of AR terms, \( d \), is selected by a penalization method, with the tuning parameter selected by the Bayesian information criterion \[20\]. The local linear approach may not work well in cases where the fitted curve is lower than the actual EDA profile or is influenced by some outliers with extreme values. The local linear regression may also over smooth the fitted curves and therefore miss capturing peaks in the EDA profiles. In these cases, local quadratic regression or local cubic regression may yield better results. We applied both the local quadratic and local cubic regressions, but the fit was similar to the local linear regression; hence, we present only the local linear regression results in the Results section. Other literature \[15\] on analyzing EDA data suggests using a low-pass filter to denoise data first. Thus, we also tried the combination of an FIR low-pass filter and local linear regression as well as using local linear regression alone.

**Identifying Peaks**

Using the smoothed EDA profiles, our interest lies in identifying features related to significant local maxima (ie, peaks). Correct peaks should increase quickly and then decrease more slowly, with large enough rise and drop \[1\]. To identify peaks, we used the first and second derivatives saved earlier during the spline smoothing estimation. The local maxima are locations where the first derivative is 0 and the second derivative is negative. We first found all local maxima and then filtered them by the magnitude of the rises/drops. Specifically, for each local maximum, we identified the nearest local minimum on each side and then calculated the corresponding drop. If both drops are larger than a preset threshold, the local maximum is identified as a peak. The threshold was set to 0.1 \[1\]. There could be an incomplete peak at the right limit of the EDA profile, which we did not identify as a useful peak even if its drop satisfies the 0.1 criterion.

**Computing Features of the Identified Peaks**

To make a comparison between different individuals, we computed the characteristics or features of the identified peaks, including the number of identified peaks, time to the first peak, time to the highest peak, and maximum value (ie, amplitude) at the first peak. Initially, we also considered the area under the entire smoothed curve. However, the actual observed time span for each individual was not exactly the same, although the actual task was designed to last the same amount of time, making the area under the curve (AUC) not very comparable across individuals for a given task. Nevertheless, for data in which the time span is the same for each individual, AUC may be a meaningful feature. For each task, we calculated the abovementioned peak features for each AMs’ EDA profile. The R code for identifying and computing the features of the peaks is provided in Multimedia Appendix 1.

The final step is statistical modeling using the features of EDA peaks. This step depends, of course, on whether there are groups to be compared and repeated features on the same individual (eg, baseline and postintervention). Thus, any statistical model could potentially be used depending on the characteristics of a particular study.

**Results**

We began by examining plots of the EDA for each mother by task. Graphical display of the data showed EDA varied both between individuals and within individuals during both tasks. Owing to space, we did not present figures for all the AMs. Instead, we focused on one control group AM (patient ID [PID] 102) and one intervention group AM (PID 202).

We also examined plots of the EDA data for the physical task for the intervention AMs at baseline. The examination of these plots revealed that the AMs’ EDA increased, as it should (Figure 2 shows an example plot of one mother) during the physical task.
Local Polynomial Regression

Next, we present the results of the local linear regression with AR errors. Figure 3 shows the smoothed function overlaying the normalized EDA values for the baseline and 3-month follow-up assessments for the teaching task for one control group AM. Figure 4 presents the smoothed function overlaying the normalized EDA values for baseline and 3-month follow-up assessments for the free-play task for the same AM, as presented in Figure 3. In the case of this AM, the smoothed function does not fit the actual peaks in the data very well. Specifically, the smoothed peaks are dampened in comparison with the actual peaks, which creates a problem for identifying peaks because they are defined by their increase/decrease. Even if peaks are identified, some features of the peaks (e.g., amplitude) would be dampened in comparison with the actual data. We also tried using an FIR low-pass filter before smoothing with local linear regression for AR errors. However, this did not substantially improve the fit of the estimated functions to the actual data. Figure 5 shows the smoothed function overlaying the normalized EDA values after applying the FIR low-pass filter for the baseline and 3-month follow-up assessments for the teaching task for the same AM, as presented in Figure 3. The free-play task is presented in Figure 6. It is evident that the FIR low-pass filter did not change the estimated EDA profiles substantially from the raw SC data. We next attempted smoothing using B-splines to estimate the functional EDA profiles.
Figure 3. Local linear regression with autoregressive errors for the teaching task at baseline and 3-month follow-up assessments for one mother (patient ID=102). EDA: electrodermal activity; PID: patient ID.

Figure 4. Local linear regression with autoregressive errors for the free-play task at baseline and 3-month follow-up assessments for one mother. EDA: electrodermal activity; PID: patient ID.
Figure 5. Local linear regression with autoregressive errors for the teaching task at baseline and 3-month follow-up assessments for one mother after applying a low-pass filter. EDA: electrodermal activity; PID: patient ID.

Figure 6. Local linear regression with autoregressive errors for the free-play task at baseline and 3-month follow-up assessments for one mother after applying a low-pass filter. EDA: electrodermal activity; PID: patient ID.

Functional Data Analysis
In implementing the smoothing via B-splines, we used 13 basis functions. We plotted the smoothed versus normalized EDA for each AM, for each task, and for each assessment. The plots for the same AM illustrated in Figures 3 and 4 are shown in Figure 7, left column. The figure illustrates a potential problem with the B-spline approach, which relies on a cubic polynomial. To fit the first peak, the cubic function, by definition, must first increase and then decrease before increasing again. In so doing, the function imposes a false peak just before the actual first peak, and therefore, the function does not fit the actual data well (Figure 7). A different polynomial could be chosen for fitting the B-splines, but it would also impose a particular functional form that may not fit the actual data well. Figure 8 shows the EDA profiles for the teaching task for the same AM (PID 102), as shown in Figure 7. In comparison with the local linear regression approach illustrated in Figure 3, the B-spline approach illustrated in Figure 8 appears to fit at least as well for PID 102. In addition, the B-spline approach fits some individuals better than the local linear regression (not shown). For example, EDA for the free-play task for one intervention group AM is presented in Figure 9, and EDA for the teaching task for the same AM is presented in Figure 10. For this AM, the B-spline approach seemed to work well. We will discuss the 2 smoothing approaches further in the Discussion section.
Figure 7. Electrodermal activity (EDA) for the free-play task at baseline and 3-month follow-up assessments for one mother (patient ID=102). The left column shows the estimated B-spline smoothed function overlaying the normalized EDA values. The right column shows the identified peaks and the values for peak features. The red dashed vertical lines demarcate the first peak, the black dashed vertical lines demarcate the highest peak, and the blue dashed vertical lines demarcate all other identified peaks. AUC: area under the curve; EDA: electrodermal activity; PID: patient ID.
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Figure 8. Electrodermal activity (EDA) for the teaching task at baseline and 3-month follow-up assessments for one mother (patient ID=102). The left column shows the estimated B-spline smoothed function overlaying the normalized EDA values. The right column shows the identified peaks and the values for peak features. The red dashed vertical lines demarcate the first peak, the black dashed vertical lines demarcate the highest peak, and the blue dashed vertical lines demarcate all other identified peaks. AUC: area under the curve; EDA: electrodermal activity; PID: patient ID.
Figure 9. Electrodermal activity (EDA) for the free-play task at baseline, 3-month, and 6-month assessments for one mother (patient ID=202). The left column shows the estimated B-spline smoothed function overlaying the normalized EDA values. The right column shows the identified peaks and the values for peak features. The red dashed vertical lines demarcate the first peak, the black dashed vertical lines demarcate the highest peak, and the blue dashed vertical lines demarcate all other identified peaks. AUC: area under the curve; EDA: electrodermal activity; PID: patient ID.
Figure 10. Electrodermal activity (EDA) for the teaching task at baseline, 3-month, and 6-month assessments for one mother (patient ID=202). The left column shows the estimated B-spline smoothed function overlaying the normalized EDA values. The right column shows the identified peaks and the values for peak features. The red dashed vertical lines demarcate the first peak, the black dashed vertical lines demarcate the highest peak, and the blue dashed vertical lines demarcate all other identified peaks. AUC: area under the curve; EDA: electrodermal activity; PID: patient ID.

Computing Features of the Identified Peaks

Next, we identified peaks and computed various features of the peaks from the estimated EDA profiles. Figure 7 (right column) illustrates the identified peaks and presents the values for the peak features. The red dashed vertical lines demarcate the first peak, the black dashed vertical lines demarcate the highest peak, and the blue dashed vertical lines demarcate all other identified peaks. The time to first peak and the highest peak (both in seconds), the normalized EDA value at the highest peak (ie, amplitude), the drop from the highest peak (ie, reactivity), and the number of peaks are all presented in Figure 7, right column for one AM. The peaks were identified, and the features were computed for all AMs. These may be saved in a file for
Our sample size was ultimately too small for statistical significance testing between the intervention and control groups (ie, between-subjects), but we present descriptive statistics of the peak features in Table 1.

Table 1. Descriptive statistics for peak features by task among those adolescent mothers with identified peaks.

<table>
<thead>
<tr>
<th>Peak feature/task</th>
<th>Baseline, mean (SD)</th>
<th>Follow-up(^a), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time to the highest peak (seconds)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stroop</td>
<td>122.14 (63.42)</td>
<td>103.30 (61.45)</td>
</tr>
<tr>
<td>Teaching</td>
<td>144.29 (87.07)</td>
<td>123.55 (94.04)</td>
</tr>
<tr>
<td>Free play</td>
<td>201.79 (87.07)</td>
<td>215.10 (93.17)</td>
</tr>
<tr>
<td><strong>Value at highest peak (μS)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stroop</td>
<td>0.67 (0.21)</td>
<td>0.75 (0.21)</td>
</tr>
<tr>
<td>Teaching</td>
<td>0.50 (0.29)</td>
<td>0.67 (0.22)</td>
</tr>
<tr>
<td>Free play</td>
<td>0.59 (0.26)</td>
<td>0.48 (0.25)</td>
</tr>
<tr>
<td><strong>Drop from the highest peak (seconds)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stroop</td>
<td>13.18 (10.76)</td>
<td>17.91 (18.87)</td>
</tr>
<tr>
<td>Teaching</td>
<td>30.12 (17.49)</td>
<td>27.90 (43.01)</td>
</tr>
<tr>
<td>Free play</td>
<td>29.86 (24.71)</td>
<td>27.76 (18.41)</td>
</tr>
<tr>
<td><strong>Number of peaks</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stroop</td>
<td>6.39 (3.34)</td>
<td>5.13 (3.05)</td>
</tr>
<tr>
<td>Teaching</td>
<td>4.14 (3.51)</td>
<td>6.86 (3.61)</td>
</tr>
<tr>
<td>Free play</td>
<td>5.59 (2.95)</td>
<td>5.71 (3.33)</td>
</tr>
<tr>
<td><strong>Time to the first peak (seconds)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stroop</td>
<td>45.66 (36.14)</td>
<td>51.49 (49.47)</td>
</tr>
<tr>
<td>Teaching</td>
<td>90.61 (86.08)</td>
<td>27.73 (18.91)</td>
</tr>
<tr>
<td>Free play</td>
<td>95.78 (69.93)</td>
<td>81.25 (90.94)</td>
</tr>
</tbody>
</table>

\(^a\)Note that follow-up is at 3 months unless it was missing, in which case, the 6-month follow-up assessment for that individual was used (n=23 adolescent mothers [AMs] for the Stroop task, n=14 AMs for the teaching task at both baseline and follow-up, and n=17 AMs for the free-play task at both baseline and follow-up).

**Discussion**

Our goal was to present 2 approaches for smoothing and summarizing EDA data by identifying EDA peaks and computing features of those peaks, including the number of peaks, time to first peak, time to highest peak, amplitude of the highest peak, and the time it takes to drop from the highest peak (ie, reactivity). These are certainly not all the features that could be constructed; rather, these are the ones that we thought may be most informative based on the laboratory EDA literature. It is quite possible that other features might be more interesting for ambulatory EDA. Similarly, the approaches we presented for smoothing the data are not the only 2 options [15,16]. Future research needs to examine other possible smoothing methods because the 2 approaches we used did not fit some individuals very well. On the other hand, there may be data for which these methods will fit better than others, as it really depends on the characteristics of a particular dataset. Even within our own data, we found instances where one approach fits the data better than the other and vice versa. Smoothing, identification, and construction of peak features are dependent on data quality.

A larger issue with regard to the use of EDA data for measuring stress, particularly in the ambulatory setting, is the degree to which it is an ecologically valid measure of stress. In the ambulatory setting, it is particularly difficult to distinguish emotional arousal from, for example, hand motions. It may be that the 2 of these are correlated to some degree because if people are emotionally aroused while talking, they may be moving their hands around a lot. Although the device contains an accelerometer, this does not entirely solve this problem. Other devices have been proposed for assessing stress that do not involve EDA. For example, the cStress device triangulates on stress by measuring respiration and heart rate variability via a chest strap [21]. On the other hand, a chest strap device is not as appealing as a wrist-worn device for most participants. Nevertheless, as the technology for the measurement of ambulatory EDA improves, the longitudinal measurement of EDA may have significant clinical implications, as providers and patients can review patterns of arousal that correspond to particular environmental stressors at specific times of day and help patients plan strategies for dealing with these stressors [22]. Similarly, the measurement of EDA may enable better stress management in the workplace, particularly in highly stressful occupations [23].
Limitations

As mentioned previously, a lot of data were lost because the electrodes did not have a good connection with the skin, which resulted in EDA values that were approximately 0. Thus, the first lesson is to make sure that there is a good connection between the dry electrodes on the device and the skin. This means that the electrodes must be touching the skin on the ventral side of the wrist, which means that the device must be fairly tight on the wrist. People often do not wear watches, bands, or bracelets as tight as is necessary for the EDA device. Therefore, we suggest real-time monitoring of incoming EDA data so that if all the values are approximately 0, the participant could be contacted to inform them to tighten the device. Note that simply detecting that data are not being recorded in real time is not enough; there must be real-time detection of data that is being recorded but is essentially 0. Some of our EDA data were not usable because the band lost contact with the skin during some tasks, particularly early in the interview. By loose connection, we mean that the electrodes on the band did not have a good connection with the skin. We do not mean that the band was not connected in terms of recording the EDA. If the band was not recording, then EDA was missing at that particular measurement. This did happen sometimes but not enough to present a problem, particularly because we were able to smooth over it using the proposed smoothing approaches. It should be noted that the loose connection problem is not limited to the particular device, the iCalm, that we used. Empatica E4 also has this problem, as we have used it in a pilot study [24] and lost data because of a loose connection. Other studies using wrist-based ambulatory measures of EDA with the Affectiva Q Sensor have reported greater success [25,26] in both controlled and uncontrolled settings. However, other studies using the Affectiva Q sensor have reported data lost to electrode connection problems (eg, 31% [14] and 17% [22]). A total of 22.5% of data were lost because of electrode connection problems for the free-play task and 24% for the teaching task. Owing to the loose connection problems during data collection, our sample size was substantially reduced, which limits our ability to draw conclusions about the between-subject effects of the intervention on the features constructed from the EDA data. Nevertheless, we think it is important to draw attention to data collection challenges as the measurement of ambulatory EDA has become more popular. In addition, researchers currently collecting EDA data have limited guidance on how to preprocess the data before statistical analysis.

A second challenge in EDA data collection is motion artifacts. These are identifiable as sharp spikes or drops in EDA data. One concern with the free-play task is that there were many more potential motion artifacts than there were in the teaching task because the AMs may have been moving around more during the free-play task. Another issue that may sometimes occur is that the EDA during the current task could be affected by the EDA response to the previous task. In our study, we tried to minimize this by having recovery periods between tasks, but, of course, there is no guarantee that the recovery periods were long enough. An individual’s EDA does not always return to the previous baseline, so it can be difficult to assess if the recovery period is long enough.

Conclusions

In summary, in light of the increase in wearables for the continuous, ambulatory collection of EDA and associated challenges collecting data outside of the laboratory, analytic methods for computing various features of EDA are needed to help meet these challenges. We described 2 methods for smoothing and summarizing EDA data using FDA and local polynomial regression with AR errors. As the technology of wearable devices continues to advance, future research opportunities abound for improvement in device design that may improve the electrodes and their connection with the skin and facilitate in the development of improved methods for smoothing the data, identifying peaks, and constructing features.
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Abstract

The amount of medical video data that has to be securely stored has been growing exponentially. This rapid expansion is mainly caused by the introduction of higher video resolution such as 4K and 8K to medical devices and the growing usage of telemedicine services, along with a general trend toward increasing transparency with respect to medical treatment, resulting in more and more medical procedures being recorded. Such video data, as medical data, must be maintained for many years, resulting in datasets at the exabytes scale that each hospital must be able to store in the future. Currently, hospitals do not have the required information and communications technology infrastructure to handle such large amounts of data in the long run. In this paper, we discuss the challenges and possible solutions to this problem. We propose a generic architecture for a holistic, end-to-end recording and storage platform for hospitals, define crucial components, and identify existing and future solutions to address all parts of the system. This paper focuses mostly on the recording part of the system by introducing the major challenges in the area of bioinformatics, with particular focus on three major areas: video encoding, video quality, and video metadata.
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Background

In recent years, technologies and services in the areas of electronic health (eHealth) and telemedicine have been evolving more and more rapidly. In many European countries, the law is being changed so that remote medical treatments conducted using information and communications technology (ICT) systems are now recognized as valid medical procedures. The physical presence of the doctor and the patient at the same location is often no longer necessary, and private as well as state-owned insurance companies now reimburse doctors for performing remote consultations with the patient. A remote interaction between the doctor and the patient can be conducted via phone or internet chats, but as video plays a significant role in current communication, solutions based on the real-time transmission of audio-video are considered to provide better service with higher trustworthiness. In many such scenarios, there is a need to record remote treatment sessions for further reference, follow-up analysis, or for legal reasons.

Furthermore, in many European countries, there is a growing need for recording medical procedures conducted in hospitals or health care centers. There is a general trend toward increasing transparency when it comes to medical treatment, and thus to improve the quality of services provided to the patient. Medical
errors do happen, but sometimes a dissatisfied patient decides to prosecute even when no mistake has been made. Therefore, hospitals need to have a way to settle such disputes based on proof. Some countries are preparing laws to make it obligatory for hospitals to record all treatment procedures. Moreover, incoming law changes will qualify such recordings as medical data, forcing hospitals to store these data for decades. Insurance companies also offer much lower liability insurance fees to hospitals recording their procedures, because in the case of a lawsuit, there is clear evidence to determine whether or not the hospital is at fault.

Taking this context into account, hospitals, health care centers, and doctors in Europe will soon need to implement recording of treatment and storage of these recordings for treatment conducted both locally and using telemedicine systems. However, most hospitals and health care centers are not ready to introduce such services as they do not have the necessary recording devices, are overwhelmed with the infrastructural needs of storing thousands of hours of recordings per year, and cannot guarantee the necessary security of the repositories.

To resolve these issues, an end-to-end solution for the recording, secure storage, and access to records of medical procedures conducted locally in hospitals and health care centers is needed along with using telemedicine systems. This requires new approaches to video coding, image quality, transmission, and security.

In this paper, we propose a generic platform architecture for medical video recording and storage. We discuss current and upcoming challenges, and identify the possible technologies to tackle these challenges. We also outline the existing solution that can be incorporated into a holistic platform. This paper focuses mostly on the recording part of the system, as it introduces the major challenges in the area of bioinformatics from three major areas: video encoding, video quality, and video metadata.

The remainder of this paper is organized as follows. The next section describes the current situation and upcoming challenges. This is followed by a proposal of the generic architecture and possible technologies to be used to resolve these challenges. The following section outlines how existing solutions based on such a platform could be built. Finally, we provide an overview and future prospects.

Current Situation and Upcoming Challenges

Telemedicine services, which allow for remote treatment and remote consultations using videoconferencing or other ICT systems, are increasingly being recognized as valid treatment solutions by national health care legislation. For example, as of 2018 in Germany [1], France, and Poland, the physical presence of the doctor and the patient at the same location is no longer required. This allows for new concepts of health care services to be introduced, and solutions providing such services are already available on the market (eg, hopimedical.com, myvirtualdoctor.com, or vividoctor.com). As in the United States, such services have been in place for some time now, and the European players who want to compete for the market share need to provide solutions tuned to European legislation, taking into consideration the diversity of the health care system landscape in European countries. The telemedicine market worldwide is increasing, which expanded from US $9.8 billion in 2010 to US $11.6 billion in 2011, and continued to grow to US $27.3 billion in 2016, representing an annual growth rate of 18.6% [2].

Telemedicine services can be divided into three basic types: (1) enabling patient-doctor contact, (2) supporting remote collaboration between medical professionals, and (3) enhancing medical education. These three types, although they involve different users and technical solutions, are substantially based on the transmission of video and thus require a secure solution to provide video recording and storage.

University clinics, which often use videoconferencing systems for medical education, also face the problem of how to store and publish recordings of educational sessions. A typical setup with H.323 videoconferencing equipment does not allow for recording sessions without the use of an additional dedicated recording device or cloud service. Other devices introduce extra costs and require management by the hospital. Using an external cloud service may entail not following the legal requirements, as most providers of videoconferencing solutions that are currently used are developed by US-based companies.

A similar problem applies to recording eHealth video connections between the patient and the doctor. Although the amount of data is much lower, web-based or mobile app–based solutions do not fulfill the legal requirements when it comes to the recording and storing of medical videos. Records of treatment procedures conducted remotely contain private patient data and need to be processed and stored accordingly. In many European countries, medical data cannot leave the given country; therefore, the medical videos must be stored securely by a cloud service that is located within the country.

In addition to telemedicine systems, medical videos can be produced by modern operating rooms (ORs), which contain several devices that are also video sources, including microscopes, endoscopes, surgical robots, and macroscopic cameras. Owing to the increasing complexity of the surgical working environment, technical solutions must be found to help relieve the surgeon [3]. Only a limited number of hospitals are equipped with integrated ORs that provide a common video management platform for all of these sources.

In most cases, medical devices record video on local hard drives, DVDs, or USB flash drives, if they provide that possibility at all. This is a highly manageable situation, and is a great hassle for the information technology department to manage and store the recordings. Even if there is an integrated video system available in the hospital, the infrastructure needed to save the videos, especially for many years, is not affordable for many hospitals, and storing the videos in hospital is not cost-effective. With the development of video technologies, where full high-definition systems are now standard and 4K or even 8K resolution systems are available or upcoming, the needed storage space for medical video has proliferated. For example, radiological imaging such as computed tomography scans,
magnetic resonance images, or positron emission tomography scan images can reach several hundreds of megabytes per exam, while stereoscopic video related to high-definition surgery is based on two streams of 1.5 GB per second each. In the United States, the storage of mammograms required 2.5 PB in 2009, and 30% of all the images stored in the world in 2010 were medical images [4].

Moreover, in many countries, the retention period of medical records is very long. In Poland and France, medical images associated with a patient must be kept for 20 years after their last visit under the current law. As an example, the Department of Radiology and Imaging of the University Hospital in Nancy, France produced 55 TB of image data in 2015. Regarding videos, a full high-definition endoscopic camera (used routinely in endoscopic surgery) can provide 2.6 TB of data during a 2-hour operation. These figures highlight the challenge to be faced in terms of archiving capacity.

Consequently, medical images and video should be encoded (ie, compressed), as long as the encoding does not affect the therapeutic quality of the data for regular use by health professionals. Regardless of whether the data need to be transmitted or stored, it is of high importance to ensure that the compression step introduces no significant loss (degradation, or any other processing such as watermarking) at the encoder stage. In other words, it is crucial to maintain an acceptable visual quality of the video stream for health care professionals.

There are many solutions on the market providing recording functionality in the hospital environment. Companies such as Storz, Olympus, or Stryker have medical recorders in their offer. These systems integrate with the proprietary storage solutions provided by their producers, which have to be deployed within the information technology infrastructure of the hospital. However, this is not a scalable solution when all video recordings have to be kept as medical data over many years. Standard videoconferencing solutions, available from Cisco or Polycom, do not have a built-in recorder but utilize separate server-based recorders to be installed in the information technology infrastructure of the hospital. In addition, this is not a scalable solution and these products are focused on video conferencing in general. Therefore, they do not fulfill the requirements of medical video recording and storage when it comes to security and access rights.

Possible Solutions

Currently, European hospitals are not yet obliged to record all medical procedures; however, many do so for in-house usage or to increase surgeons’ efficiency [5]. If it becomes obligatory by law to record all surgical procedures, the amount of data produced will be enormous. Although it may constitute a burden, recording of medical procedures also brings new possibilities of utilizing the stored videos.

Our group, composed of research centers and companies from Poland, France, and Germany, has designed a generic architecture (Figure 1) for a holistic recording and storage platform for hospitals, which is outlined below. We have also identified components that can be used as parts of such a platform.

Figure 1. Generic architecture of the holistic recording and storage platform for hospitals. eHealth: electronic health.

Scenarios

The high-level scenarios that need medical video recording (marked with green in Figure 1) are: (1) patient eHealth, involving teledmedical situations in which the patient is connected with the doctor using the web or mobile solutions providing videoconferencing services; (2) surgery and procedures, which include scenarios in which the hospital or health care center needs to record medical procedures or surgeries; and (3) real-time telemedicine, which includes
scenarios focusing on hospitals and health care centers using telemedical solutions to provide remote consultations, surgery supervision, or medical education.

**Technical Constituents**

The two major technical constituents of the system (marked with blue in Figure 1) are recording and secure storage. Recording includes components of the system responsible for video acquisition, encoding, and uploading to the secure storage. These components should provide novel video encoding mechanisms, maximize video quality of experience for medical applications, be ready for 4K and 8K medical devices, allow to record stereoscopic (three-dimensional) video, and provide an innovative approach to a metadata description of the videos. The second main conceptual component of our system is the safe storage platform providing storage, transcoding, and access to the medical video recordings. The room should be centralized, in terms of the provider, for each country, but it should be possible to be distributed over various data centers. National regulations should be implemented for the deployment in each state, providing the needed security standards. The envisioned solution should provide measures for the secure upload of recorded videos from the devices and recording applications listed above. The platform will also offer various means of access to the videos depending on user privileges and use case scenarios.

**Use Case Scenarios**

The different use case scenarios of the recordings are marked with red in Figure 1. The access to the records should be granted through a web portal or an application programming interface (API).

**Medical Analytics**

The platform should provide access to recordings that have been marked as public and anonymized to enable medical analytics and research using the stored video content.

**Medical Documentation**

Videos are also an essential part of the medical literature. The recordings provided through the platform should be linked to medical documentation files.

**Follow-Up Treatment**

Recordings stored on the platform should be accessible by doctors to review the previous treatment or procedures to provide better follow-up treatment. The videos should either be available only to the doctor/hospital that created the recording or made available to other health care providers, according to varying laws in European countries.

**Legal Cases**

The recorded videos could also be used by courts or insurance companies in legal matters. As mentioned in the Introduction, with a general trend to increase transparency when it comes to medical treatment, recoding medical procedures reduces the liability of hospitals. This is especially important as telemedical services, allowing remote treatment using videoconferencing, are being recognized as valid treatment solutions by national health care legislation.

**Medical Education**

The insufficient number of adequately educated medical personnel is one of the main obstacles to providing universal health care at the highest level. Medical school is especially time- and money-consuming in areas such as surgery, in which students and young doctors have to observe several operations during their education. However, because of spatial limitations in ORs, only a small number of students can be present during a given surgery, especially if they need to see the essential details from up close. This access scenario is an integral part of modern medicine, as audio-video content highly increases the effectiveness of medical education, which in turn benefits the whole society.

**Service**

Another critical aspect of medical procedures recording that must be considered is that the service delivered to the hospitals has to be an end-to-end service. This means that, from the hospital perspective, the service should not require additional infrastructure except for medical recorders. These recorders have to be able to acquire audio and video from the OR equipment, record and encode it, and then automatically transfer it to the secure cloud infrastructure outside the hospital. It is desired that a standard open API be designed to allow companies producing medical recorders and other video-based equipment to integrate with the secure cloud, avoiding vendor lock-in. Furthermore, the legal framework for each country may differ, so that the process of deployment of the service must be conducted with the participation of legal and health care system experts. There is a long list of norms that has to be taken into account, including ISO 13485 (Medical Devices) as a quality management system [6], ISO 14971:2007 (Part 1: Application of Risk Management to Medical Devices) [7], and IEC 60601-1-11:2015 (Medical Electrical Equipment, Part 1-11: General Requirements for Basic Safety and Essential Performance; Collateral Standard: Requirements for Medical Electrical Equipment and Medical Electrical Systems Used in the Home Health Care Environment) [8].

In the following subsections, we will focus on video encoding, video quality, and video metadata, as these are the areas introducing the greatest challenges with respect to the topic of bioinformatics.

**Video Encoding**

It is crucial to choose an appropriate set of codes that will minimize the storage space requirements and maintain the required quality for medical purposes. We have created a model to calculate the amount of storage needed for surgery recording while fulfilling the requirements of being treated as medical data. In the model, we assumed that we record one full high-definition (1920×1080) video image from an OR, with the H.264/AVC video codec at 6 Mbps. This codec was chosen for the model as it is currently the most widespread video codec and provides adequate quality for medical purposes. This has been confirmed by carrying out subjective tests, as they are an excellent way to assess video/image quality for a group of users. These tests allowed medical specialists such as surgeons to give their opinions about specific encoded sequences [9].
example calculations were performed for Poland. In 2017, there were 951 general hospitals in Poland. On average, there are 8 ORs in a hospital, with 3.2 surgeries being performed per day in each of them [10]. Based on this, we can calculate that one hospital recording all surgical procedures produces 189.8 GB of video data per day and 67.7 TB per year. Therefore, for the whole of Poland, this adds up to 6.29 PB per year. If these recordings are treated as medical data, they have to be stored for 20 years since the last visit of the patient. As an example, if surgery of a 20-year-old patient is recorded in 2019 and the patient lives until 80 years old, regularly going back to see the doctors, this recorded surgery will have to be stored until 2099. For calculations in our model, we used the average life expectancy for Poland, which is 75 years [11], and the average age of a patient of 56.87 years [12]. This means that, on average, a recorded surgery has to be stored for 38.13 years, and before any recorded video can be deleted, the storage needs of Polish hospitals will add up to 2325.3 PB. Such volumes will be a severe challenge for the information technology infrastructures of the hospitals. The above calculations assume recording only one full high-definition video. However, there are already medical devices (eg, endoscopes) available on the market that provide 4K or even 8K resolution [13]. The usage of these devices will increase the amount of data produced by a factor of 4 or 16. To compensate for this, new ways of video encoding are needed that will provide higher compression, while maintaining the quality at a medical grade.

Current video compression systems can be roughly divided into two categories: strong and lightweight compression. Strong compression is mainly used for the final distribution of the video content, which provides compression ratios from 10× to more than 100×. High compression is obtained at the expense of losing the information in the video (lossy compression) and usually requires substantial computational effort on the encoder side. However, in the newest video codecs, the compression ratio and resulting visual quality can be controlled by the encoder for different application scenarios. For telemedicine, we can achieve a video quality that is visually not distinguishable from the source for humans. Video coding standards such as H.264 (ie, advanced video coding [AVC]) and H.265 (ie, high-efficiency video coding [HEVC]) are part of the strong compression category.

Lightweight compression is used during the production process to reduce the data size for transmission or storage while maintaining the quality as close as possible to the original (ie, lossless or visually lossless compression). Compression ratios between 2× and 6× are common, and implementations of encoders and decoders require much less computational resources compared to firm compression. Codecs such as JPEG-2000, JPEG-XS, and VC-2 are part of this group.

The H.265/HEVC video coding standard [14] ratified in 2013 represents the state of the art in strong video compression. Compared to H.264/AVC, H.265/HEVC is capable of reducing the bit rate by 50% while maintaining the same quality. Compared to uncompressed video, HEVC can achieve compression factors between 250× and 500×, depending on the target bit rate and video resolution, more specifically 249× for full high-definition (1920×1080), 30 frames/s at 3 Mbits/s; 478× for 4K (3840×2160), 60 frames/s at 25 Mbits/s; and 398× for 8K (7680×4320), 60 frames/s at 120 Mbits/s. Unlike H.264 Main Profile (MP), HEVC MP supports bit depths up to 10 bit, resulting in better color fidelity and a noticeable reduction of banding artefacts in uniform areas with a continuous gradation of the color tone and luminosity.

In 2014, version 2 of the HEVC standard (HEVCv2) was approved, which specifies, among others, the so-called range extensions (RExt) addressed toward video production and contribution applications that require high-quality color formats such as 4:2:2, 4:4:4, and RGB, up to 12 bits per pixel. HEVC RExt is suitable for medical applications as the extended chroma formats and high bit depths allow for better preservation of the original content.

A new generation of video codecs is being developed to cope with the demands of emerging applications such as UHD TV in 4K and 8K resolutions, 360° video, and new quality formats such as high dynamic range (HDR), high frame rate (HFR), and wide color gamut (WCG).

These next-generation video codecs include AV1 and H.266. The AV1 format has recently been ratified by the Alliance of Open Media (AOM) and is designed for web apps such as video on demand (VoD) [15]. The AV1 codec is intended to be open and royalty-free. Studies conducted in 2017 concluded that AV1 produces an average bit rate reduction between 17% and 22% compared to H.265/HEVC [16]. In terms of encoding speed, the AOM’s AV1 reference implementation seems to be too heavy computationally and, as far as we know, there is no efficient AV1 encoder implementation available at present. Therefore, the potential compression gain versus encoding speed of AV1 compared to HEVC does not justify the implementation and optimization of this codec for usage in the context of medical video storage.

The Joint Video Exploration Team on Future Video coding (JVET) was founded in October 2015 by the International Telecommunications Union Telecommunication Standardization Sector (ITU-T) Video Coding Experts Group (VCEG) and International Organization for Standardization (ISO)/International Electrotechnical Commission (IEC) Moving Picture Experts Group (MPEG) to analyze whether there is sufficient need for the development of a new codec with compression capabilities beyond HEVC. Test cases have been defined for various types of video, including HD, UHD, HDR, and 360° video, and investigations on advanced compression tools using a common software platform have been performed [17]. JVET plans to finalize a new codec standard by the end of 2020 (ITU-T will probably name this codec H.266).

Currently, there are optimized HEVC/H.265 software encoders available, such as the open-source x265 encoder [18] (in particular, x265 has inherited its basic algorithms from its predecessor x264 [19], H.264/AVC) and commercial encoders offered by companies. Independent comparisons have shown that x265 has better compression-quality-speed performance than other industrial encoders [20], especially for full high-definition video. Currently, x265 is commonly used as a baseline for benchmarking analyses performed by video codec companies.
Real-time 4K and 8K hardware encoders are also already available on the market. Nvidia released a new generation of GPUs called Pascal that supports 8K hardware-accelerated HEVC encoding using NVENC technology. Advantech is commercializing the VEGA 3300 Series for 4K/8K HEVC encoding, decoding, and transcoding. NEC also launched its 4K video codec for ultra-low delay applications. Intel with Quick Sync and AMD with VCE technology are quite active in the area of hardware-accelerated HEVC processing as well. There are also companies and universities providing field programmable gate array (FPGA) accelerators for HEVC-based solutions. However, hardware encoders are much more expensive to create and are often much less feature-rich than software encoders.

Although firm compression delivers a substantial reduction of bandwidth used, this requires relatively high implementation complexity to achieve. In many usage scenarios, especially those closer to the video source, the quality is more important than the compression rate. In these scenarios, the source videos are ideally stored in an uncompressed raw format. Nevertheless, due to the increase in resolution, frame rate, and pixel format quality, this is becoming more and more challenging from both a technical and economic point of view.

Lightweight compression, visually lossless compression, intermediate codecs, and mezzanine codecs are keywords that refer to codecs for these scenarios. The main characteristics of such codecs are a relatively small compression ratio, often somewhat configurable between 2× and 8× compression compared to the raw format; intra-only codec tools, to allow for uncomplicated integration in editing workflows; focus on low latency and low complexity real-time implementation; and focus on multigeneration performance. Codecs are designed to reduce quality degradation with multiple transcoding steps.

JPEG XS is a recent promising effort to create a standardized intermediate codec. A strong focus is placed on achieving visually lossless quality with low latency and low-complexity implementations. The standardization efforts also target the integration of file and transmission formats [21]. The target use cases are video transport over professional video links (SDI, IP, ethernet), real-time video storage, memory buffers, omnidirectional video capture and rendering, and on-sensor compression.

In our opinion, considering the large amounts of data that will be produced by the recording of medical procedures, only firm compression should be taken into account. This is why it is crucial that during the standardization of new robust compression codecs, the aspect of quality for medical purposes should be one of the main focus areas.

There are several publications presenting research results on storing compressed medical video sequences. However, it should be stressed that research on medical multimedia data compression is usually performed within narrow medical specializations such as oncology [22] (the EUROPATH project), radiology [22,23] (the EURORAD project), ophthalmology [24], pediatrics [25], surgery [26-31], nursing [32], dentistry [27], internal medicine [33-35], and emergency medicine [36-38]. The effects of this research have influenced the creation and development of standards for storing and compressing medical video sequences [22].

The most important among them is the digital imaging and communication in medicine (DICOM) standard [39]. The DICOM standard has become the primary standard used for the storage of compressed surgery multimedia data. DICOM allows for storing both still images and video sequences [39], although it has not been designed to be used for long video sequences. Compression algorithms to be chosen for reliable storage of source data were one of the critical aspects taken into account during the development process of the standard. Currently, most of the codecs specified in the DICOM standard are lossless codecs. Usage of lossless codecs results in low compression ratios that are now achieved when compressing and storing video sequences (e.g., in the DICOM format). Therefore, using these codecs entails superfluous requirements on both the archive memory and the throughput of the streaming network.

Moreover, it is essential to note that the DICOM standard is continuously under development, and it is likely to include more lossy compression methods in the future. For example, with respect to the storage of long bronchoscopic video recordings, the DICOM standard is usually not used. However, the newest version of the standard introduces the first extensions toward storage of long medical records. For diagnostic purposes, the most popular format is AVI. The most commonly used video codec is the (almost lossless) MJPEG, which results in broadband streams that are not suitable for streaming.

By contrast, lossy codecs generally produce desirable narrow-band video streams. Unfortunately, as mentioned above, lossy codecs are hardly ever used for compression of surgery multimedia data if the decompressed images are meant to support a diagnostic process. These codecs are usually designed with the assumption of introducing a significant loss if used for effective compression (the decompressed image may differ significantly from the original). In the case of using visibly degraded images for diagnostic purposes, there is a severe danger of an unacceptable influence on the diagnosis.

Usually, if a presentation of medical multimedia data does not have to support a diagnostic process, but is used for other purposes (e.g., educational purposes), popular consumer (usually lossy) codecs are used. In the case of still images, the JPEG compression standard [40] and the JFIF format are used [41]. If video sequences are being compressed, popular codecs such as MPEG-1, MPEG-2, MPEG-4 [42], H.264, H.265, and others are typically used [43].

**Video Quality**

In many visual applications, the quality of the moving image is not as important as the ability of the optical system to perform specific tasks for which it is created based on these video sequences. Such sequences are called Target Recognition Video (TRV). Regardless of the different ways in which the concept of TRV quality is understood, its verification is necessary to perform dedicated quality testing. The basic premise of these tests is to find TRV quality limits for which the task can be achieved with the desired probability or accuracy. Such tests are usually subjective psychophysical experiments with a group
of subjects. Unfortunately, due to the issue complexity and relatively poor understanding of human cognitive mechanisms, satisfactory results of TRV quality computer modeling have not yet been achieved beyond minimal application areas.

Given the use of TRV, qualitative tests do not focus on the subjects’ satisfaction with the video sequence quality but instead measure how the subject uses TRV to accomplish specific tasks. The purposes of this may include: video surveillance such as recognition of vehicle license plate numbers, telemedicine/remote diagnostics for a correct diagnosis, fire safety and fire detection, rear backup cameras such as for parking the car, and games such as spotting and correctly reacting to a virtual enemy.

Since the human factor has a significant influence on the subjective assessment of TRV quality, it is necessary to ask questions on the procedures that need to be complied with to perform it. In particular, problems arise on: the method of selecting the TRV source on which the test TRV (with degraded quality) is based; subjective testing methods and the general manner of conducting the psychophysical experiment; the process of selecting a subjects group in the psychophysical experiment, especially the identification of any prior task knowledge; training subjects before the start of the operation; conditions in which the test will be carried out; and methods of statistical analysis and presentation of results [44].

Metrics for general quality of experience [45], both full-reference methods (eg, peak signal-to-noise ratio or structural SIMilarity [46]) and no-reference methods (eg, video quality indicators, developed by the AGH University research team [47]), conventionally used in video processing systems for video quality evaluation are not appropriate for recognition tasks in video analytics (ie, TRV). Therefore, the correct assessment of video processing pipeline performance is still a significant research challenge.

Video Metadata

Besides the medical data itself, some information (ie, related to the video, patient, pathology, etc) should be recorded in parallel. These metadata are essential to identify the hospital, surgeon, patient, and all information relevant to the surgery. These additional data increase the size of the total data to be recorded or transmitted. Moreover, these data are subject to specific constraints, as they must be processed using standard algorithms. These are also often sensitive data and must be compliant with regulations such as General Data Protection Regulation. Finally, the data are coming from different sources and suffer from a lack of integration, making it difficult for the expert to access the data in their daily practice in some cases.

Despite all of these constraints, exploitation of these metadata offers several advantages and should be of interest for medicine at present and in the future. In particular, this would enable improvement of the everyday practice of experts during the identification of the disease, diagnosis, and follow up.

One way to circumvent the constraints mentioned above, especially the increase in data size and the lack of integration, could be to use data-hiding techniques to hide metadata in the medical video without increasing the total amount of data. In this way, the metadata would never become separated from the recording.

Data hiding can be used to hide different types of information such as text, signature, code, image, video, or audio. It is crucial to include the patient metadata relevant to the recorded procedure in the video, including preexamination results, disease history, and linking to the patient data in a national or hospital database. Such an approach would enable having the data that are most important for follow-up treatment always available with the video. Of course, as these are sensitive medical data, a second version of the recording with anonymized patient data must be prepared for research and educational purposes.

The data-hiding technique was initially conceived in the 1990s to fight against digital piracy and protect the intellectual property of identical copies [48] (especially after the explosion in the use of digital media) during storage and transmission via very open information networks susceptible to attacks. Since its creation, data hiding has been developed in several areas such as telecommunications, video coding, VoD services, medical imaging [49], and computer security.

Figure 2 presents an example of data hiding used to embed information in an ear nose and throat medical video during its transmission. There are two main parts in a data-hiding procedure: data insertion and data detection (or extraction). The mark is inserted within the medical image before transmission. At the reception, the hidden target is detected owing to a secret key and then extracted.

For each application, there is always a relationship between the method of data hiding and the following three main constraints: the capacity of insertion (in bits), imperceptibility/invisibility, and robustness. The size is the amount of information you can insert or hide in the media. Protecting information can distort video quality. It is therefore essential that the mark remains invisible to stay as faithful as possible to the original condition. Data-hiding techniques are sensitive to various distortions that occur during transmission or coding. Robustness to some of these attacks is strongly dependent on the application constraints, while the capacity and invisibility are more related to the structure of the host video itself. Regardless, using a data-hiding technique inevitably leads to a compromise among size, invisibility, and robustness, taking into account the constraints of the application. As an example, in the medical domain, we must place the main effort on invisibility, especially for diagnostic applications.
**Existing Solutions**

Our group is already providing services that can be treated as components of the envisioned platform or come close to it.

The medVC platform [50] is a remote collaboration tool for medical professionals that allows for real-time audio-video communication and the usage of specialized medical services. This platform is designed to be installed in ORs, conference rooms, and doctors’ offices. It makes it possible to send multiple high-definition video streams coming from cameras, microscopes, endoscopes, and other medical equipment. The platform has a built-in recording system providing high-quality videos encoded with the H.264 or HEVC codec. The system can also automatically upload the recorded videos to cloud platforms such as Medtube [51] or the Interactive Medical University (IMU) [52]. These platforms are dedicated medical video portals, the content of which can be used for medical education. Medtube is a platform allowing any doctor to publish recordings of their surgeries, uploaded using a web browser. IMU is an approach to an end-to-end solution, where videos recorded by dedicated medical recorders are automatically uploaded to a doctor’s account, which can then be edited and published.

The deep RIVER [53] company is a spin-off of the University of Lorraine, providing libraries that enable metadata hiding in video content. This novel approach is currently being integrated into the medVC platform, which will allow embedding critical medical data into the video synchronously.

Spin Digital Video Technologies GmbH [54], a small and medium-sized enterprise based in Germany, is the developer of an H.265/HEVC codec implementation, achieving extremely high video quality with reasonable bit rates. Spin Digital software solutions enable media applications that require the latest image and video processing enhancements, including very high resolution (4K, 8K, and 16K), HDR, HFR, WCG, 360° video, and virtual reality. Based on this core technology, Spin Digital has developed a complete solution that includes applications (media player and transcoder) as well as a software development kit that is ready to be integrated into custom applications.

Researchers of the AGH University of Science and Technology [55] working in our group are experts on video quality assessment methods and members of the Video Quality Experts Group [56]. Thanks to their work, recommendations for video coding parameters for medical use have been created, and in the future, emerging codecs will be assessed in this context.

Poznań Supercomputing and Networking Center (PSNC) [57] is one of the leading research and computing centers in Poland. PSNC focuses on using, innovating, and providing high-performance computing, grid, cloud, portal, and network technologies to enable advances in science and engineering. PSNC is also a cloud infrastructure provider, and its network interconnects all clinical hospitals in Poland. Based on this experience and activity, PSNC can become the first operator to introduce secure cloud storage services on the Polish market.

**Summary and Prospects**

Recording of medical procedures and the requirement to treat these recordings as medical data will be a significant challenge for health care systems around the world. Exabytes of data will be created and will have to be stored for decades. Most hospitals will not be able to handle this from an infrastructural point of view. Therefore, there is a need to provide solutions on national or even international levels. Standardization efforts are needed to define procedures of medical video storage in certified data centers supporting national health care systems. This must be done together with the specification of an API to be implemented by medical recording devices that will automatically upload the recordings to the repositories. In parallel, the standardization of high compression codecs for
medical purposes must progress, and the quality parameters of the codecs, required to ensure medical video quality, must be defined by law. Data hiding can provide an answer to the problems of trustworthiness and integrity of medical data. Thanks to this technique, it is possible to send and store more digital metadata by hiding it in the media. In addition, data hiding offers more advantages for medicine applications by enriching the medical data with useful metadata that can help practitioners improve their diagnosis during the identification of the disease or enhance the level of training for future doctors.

To some extent, there are technologies available or emerging that can be used to build the desired medical video recording and storage platform. With respect to video encoding, there is HEVC [14]; the Joint Collaborative Team on Video Coding is maintaining that the ISO/IEC and ITU-T are conducting ongoing work on new HEVC extensions that can be applied for high-quality medical content. Moreover, the JVET [17] codec of the ITU-T VCEG and ISO/IEC MPEG, which is expected to be completed at the end of 2020, should provide extensions for medical usage. Automatic video quality assessment is more problematic, as conventional video quality assessment metrics are not appropriate for recognition tasks in video analytics; thus, there is still a significant research challenge in this area. New metrics and methods have to be defined, providing an adequate approach to assessing video quality for telemedicine. For video watermarking and trustworthiness of video metadata, novel approaches to data hiding within the video media itself are already available [49]. There are also commercial providers of solutions offering end-to-end services for hospitals, such as medVC [50] and IMU [52], enabling automatic recording, uploading, and storage of medical procedure recordings. However, as there is no legal definition of the quality parameters for highly compressed medical video, these solutions are used mainly for medical education and knowledge sharing at present. Having these standards defined would allow for a broader spectrum of usage scenarios such as getting a second opinion on the treatment, support for follow-up treatment, or analysis in legal cases.
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Abstract

Background: Parkinson disease (PD) is a common neurodegenerative disorder that affects between 7 and 10 million people worldwide. No objective test for PD currently exists, and studies suggest misdiagnosis rates of up to 34%. Machine learning (ML) presents an opportunity to improve diagnosis; however, the size and nature of data sets make it difficult to generalize the performance of ML models to real-world applications.

Objective: This study aims to consolidate prior work and introduce new techniques in feature engineering and ML for diagnosis based on vowel phonation. Additional features and ML techniques were introduced, showing major performance improvements on the large mPower vocal phonation data set.

Methods: We used 1600 randomly selected /aa/ phonation samples from the entire data set to derive rules for filtering out faulty samples from the data set. The application of these rules, along with a joint age-gender balancing filter, results in a data set of 511 PD patients and 511 controls. We calculated features on a 1.5-second window of audio, beginning at the 1-second mark, for a support vector machine. This was evaluated with 10-fold cross-validation (CV), with stratification for balancing the number of patients and controls for each CV fold.

Results: We showed that the features used in prior literature do not perform well when extrapolated to the much larger mPower data set. Owing to the natural variation in speech, the separation of patients and controls is not as simple as previously believed. We presented significant performance improvements using additional novel features (with 88.6% certainty, derived from a Bayesian correlated t test) in separating patients and controls, with accuracy exceeding 58%.

Conclusions: The results are promising, showing the potential for ML in detecting symptoms imperceptible to a neurologist.
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Introduction

Background

Parkinson disease (PD) affects approximately 1% of the population by the age of 70 years. It is characterized by the deterioration of dopamine-producing neurons in the brain, resulting in symptoms such as abnormal gait, speech, and tremor [1]. Current treatments can provide temporary relief from symptoms and slow its progression [2]; however, these treatments cannot repair damage from the disease. Thus, obtaining an accurate early diagnosis is of high importance.

PD is currently diagnosed with a standardized but subjective test administered by a neurologist or a clinician, the Unified Parkinson’s Disease Rating Scale (UPDRS) [3]. It is not easy to diagnose, as only a subset of symptoms is present in any one patient [4] and there are many diseases with similar symptoms [5]. PD is especially difficult to diagnose in its early stages, as it is believed that most symptoms only manifest once 20% to 40% of dopamine-producing neurons have deteriorated [6]. Autopsy is one of the only reliable ways to confirm diagnosis, and studies have shown a misdiagnosis rate ranging between 9% and 34% [3,7].

Therefore, the search for a more objective measure for diagnosis is a timely topic in the research community. Discovering more quantifiable biomarkers from sources such as gene expression [8] and bodily fluids [9] is a promising option; however, it is likely that costs will be prohibitive for most early-stage patients uncertain about diagnosis. Machine learning (ML) on data from more accessible sources is another viable option, potentially offering an objective and low-cost tool to assist the neurologist in diagnosis through a smartphone-derived version of the UPDRS [10].

Objectives

In this study, we consolidated feature engineering techniques with advances in ML to develop a strong model for PD diagnosis on a large vocal phonation data set. We explored the challenges involved in training ML models on noisy, crowdsourced data and delved into the field of signal processing for audio data. We also found that the experimental setup for classifying healthy and diagnosed individuals does not match the diagnosis process of a neurologist. In addition to merely presenting results as a performance metric, we provided insights into the behavior of these models and showed that it is possible for ML to exceed the performance of clinicians in precise phonation analysis and potentially uncover new biomarkers for PD.

There is a major interest in using ML to assist in PD diagnosis, and current results are positive—often the reported accuracy percentage is in the high 90s using only speech or accelerometer data [11]. However, these results should not be taken at face value, as the experimental setup involves differentiating between (potentially incorrectly) diagnosed PD patients and healthy controls (HCs). This oversimplifies the complexities involved in a neurologist’s diagnosis in a clinical situation, where the clinician must exclude a number of other causes for the symptoms and handle early-stage patients exhibiting minimal symptoms. Furthermore, the data sets associated with these publications generally consist of fewer than 40 subjects. For such small samples, it is difficult to control for bias and to prevent the overfitting of ML models.

Considering the issues with current data sets, there is an open question as to how ML models should be evaluated. One obvious option is to create a data set by monitoring subjects before any Parkinsonian symptoms until they pass, where the existence of PD can be confirmed through autopsy. With such a longitudinal data set, we could directly compare the performance of ML and neurologists. However, such a data set would be very costly and logistically difficult to collect. To advocate for its collection, there needs to be some evidence of ML effectiveness [10]. Consequently, the question we are most interested in is whether ML techniques can extract more information than observations from a trained clinician. As neurological diagnosis relies on judgment from observation, it is possible that some symptoms are imperceptible but detectable with ML on high-resolution sensor data. Specifically, our research question was to examine whether speech symptoms imperceptible to the human ear can be detected in microphone data using ML.

A larger data set than those that tend to be used in most studies is required to ensure that the results are statistically robust and not influenced by bias. This is not to say that having a larger data set will ensure that there is less influence of bias, but rather that from a larger data set, we can take subsets that are less influenced by biases. We chose the mPower data set[12], which contains phonations of the vowel /aa/ from 6000 patients as recorded by an iPhone microphone at 44,100 Hz.

Methods

Features

In this subsection, we describe the methodological background of our study and its feature engineering and signal processing. The subsections after this explain the novel features and materials in our experimental setup. The 2 objectives of these experiments were (1) to consolidate and replicate prior work on a much larger scale and (2) to introduce additional features for dysphonia signal processing to better understand how these features relate to a clinician’s diagnosis with speech.

Vocal phonation is the prolonged pronunciation of a sound such as /aa/, It is an interesting task for diagnosing PD, with evidence symptoms present earlier than other motor symptoms [13]. It also avoids the complexities involved in modeling speech and is, therefore, an easier task in the context of ML. Prior works have shown promising performance, with accuracies of up to 91.4% [14] and 98.6% [11].

Biologically, phonation is produced by 2 components: the vocal folds and the vocal tract. The vocal folds consist of a flap called the glottis, which can be opened and closed. During phonation, air expelled from the lungs causes the glottis to oscillate, producing sound at a range of frequencies. The lowest of these frequencies—the fundamental frequency, \( f_0 \)—represents the duration of 1 oscillation and is often denoted as the pitch period. The vocal tract comprises components such as the mouth and nose, and it shapes the sound by amplifying and attenuating
certain frequencies. The vocal folds and tract can be viewed as a source-filter model, where the source of vocal folds generates the sound signal, shaped (or filtered) by the vocal tract. With PD, the impairment of fine motor control reduces control of the glottis, causing incomplete vocal fold closure. The turbulent airflow around the glottis causes a sound described as a breathy or hoarse voice and results in increased variation over each glottal cycle. This is termed as dysphonia. A similar phenomenon occurs when the vocal folds are irritated by physical causes, such as colds, and it is currently unknown whether differentiation between neurological and physical dysphonia is possible. It is also worth noting that airway diseases as well as muscular diseases and other psychological disorders can also affect the process of sound generation.

People with PD also experience hesitant speech from reduction of cognitive ability and slurred or imprecise articulation from loss of motor control over the vocal tract. This is termed as dysarthria. Although dysarthria is very noticeable to humans, it is difficult to quantify it computationally. Spoken language has a wide variety of accents and styles, and it has been shown that models trained on English speakers do not generalize well on German speakers, and vice versa [15].

Dysphonia can be measured using sustained vowel phonations, which are easier to model with traditional signal processing approaches and are suitable for small data sets. Dysphonia in vowel phonation is shown in Figure 1. Optimally, both dysphonia- and dysarthria-related features would be used to build models; however, this study focused specifically on dysphonia because of limitations of the data set under consideration.

**Figure 1.** /aa/ phonation from an individual with dysphonia. Variations in jitter (variation in glottal cycle periods) and shimmer (variation in glottal cycle amplitude) are common features for the detection of dysphonia. Algorithms computing each glottal cycle are imperfect, especially for heavy dysphonia.

### Features for Dysphonia

Data from a microphone are represented as a stream of values, corresponding to the value of the recorded sound wave at each point in time. A basic microphone samples at approximately 44,100 Hz and quantizes the wave to $2^{16}$ possible values. The difference between higher sampling rates or more detailed quantization (such as 24 bit) is minimally perceptible to human ears; however, a major problem with low-quality microphones is additional noise and imprecise wave encoding.

Approaches based on signal processing use features that estimate the qualities associated with dysphonia. We divided them into 3 groups: general techniques, which are suitable for any time series signal; dysphonia-specific techniques, which have been used in prior work specifically to model dysphonia; and novel features, which we have shortlisted from other applications as being potentially effective in quantifying dysphonia.

#### General Signal Processing

**Moments** are basic statistical descriptors of a signal, with the first 3 moments representing mean, variance, and skewness. For speech, the mean is largely uninformative, and variance corresponds to volume. The zero-crossing rate measures how quickly the signal oscillates around 0 and is a measure of the signal frequency.

**Entropy** describes the amount of information in a piece of data, if it were modeled by a Bernoulli scheme. It is a simple measure of the complexity/information content of a signal.

The **Fourier transform** decomposes a signal into the amplitudes of frequencies that compose it. This is referred to as mapping from the time domain to the frequency or spectral domain. For speech, this enables us to determine the frequency bands with more energy, corresponding to the fundamental frequency and harmonics. After performing a Fourier transform, the **spectral entropy** [16] can be calculated, which can measure how sharp the $f_0$ and harmonics of speech are. People with PD are expected to have a lower spectral entropy because of the less precise frequency control, causing a more blurred Fourier transform.

**Squared** energy operators, Teager-Kaiser energy operators, or other energy operators can obtain the instantaneous frequency and amplitude of a signal [17]. Statistics such as mean or SD and other measures can be computed after applying an energy operator.
Dysphonia Signal Processing

The major feature present in dysphonic speech is the increased variation between each glottal cycle (Figure 1). Jitter measures the variation in the length of each glottal cycle, and shimmer [18] is the variation in amplitude. These often rely on detecting each glottal cycle, which is not very accurate with current algorithms [19]. The harmonics-to-noise ratio (HNR) [20] measures the amount of noise in a signal, which correlates with the hoarseness or breathiness of speech. The HNR has been improved with a more robust glottal-to-noise excitation ratio [21].

The vocal fold excitation ratio (VFER) is another extension of the HNR developed in the study by Tsanas et al [22], which also introduced the Glottal Quotient (GQ), a measure of the SD duration while the glottis is opened and closed. Both VFER and GQ are built upon concepts of the fundamental frequency estimation algorithm [23].

Mel-frequency cepstral coefficients (MFCCs) are one of the most effective features for speech recognition models, so it is no surprise that they are shown to be similarly effective for dysphonia. Speech recognition involves computing the MFCC at short time intervals and using a Markov model or structured neural network to model temporal information, whereas statistical descriptors have been shown to be effective in detecting dysphonia [11]. There still exists a gap in understanding the relationships between the coefficients and dysphonia.

A recent study [24] showed that detrended fluctuation analysis, originally introduced as a measure of the autocorrelation (autocorrelation describes the similarity of a signal to itself when offset by a given interval) of a signal, changes with the amount of turbulent airflow in speakers with dysphonia. This study has also proposed the recurrence period density entropy (RPDE), which characterizes the periodicity of a signal. These measures are expected to be lower for speakers with dysphonia because of the noise introduced by turbulent airflow. Another study [14] has built upon RPDE to develop pitch period entropy as a better measure of the impaired control of pitch experienced by PD patients.

Novel Features

Although existing features have achieved good results on their respective data sets, we have obtained improved performance with this additional set of features. These novel features may not directly relate to dysphonia but have been effective in other signal processing applications, most commonly electroencephalogram (EEG), which, similar to speech, is difficult to characterize.

A number of these features relate to chaos theory—a field based on understanding the behavior of dynamical systems sensitive to initial conditions [25]. One can imagine the generation of a speech signal as a system, where parameters involve the state of components in the vocal tract. Given no change in parameters such as vocal fold tension, regular /aa/ phonation can be modeled with much fewer dimensions in phase space [26]—all possible states of a dynamic system.

The Lyapunov exponents quantify the divergence of 2 systems with similar initial parameters. The largest Lyapunov exponent (λ∗) characterizes the chaos in a system and is commonly estimated with the algorithm described in the study by Rosenstein et al [26], which reconstructs the system dynamics using a time delay technique. The inverse of λ∗ is the Lyapunov time, which defines how long the behavior of a system can be predicted.

The fractal dimension is also commonly used in the analysis of dynamical systems. It represents the ratio of the log change in detail to the log change in scale of a signal [27]. This is similar to the coastline paradox, where measuring a coastline with smaller sticks results in an apparent increase in length. The fractal dimension correlates to the complexity of a signal. It has been shown that the fractal dimension of elderly individuals balancing on a force plate is greater than that of younger individuals [28] and, more importantly, that distinct patterns seen in deterministic recurrence quantification analysis of sway (similar to fractal dimension) distinguish patients with PD from controls [29].

General entropy will not differentiate 2 sequences where the frequency of each variable is the same; however, the sequences 0, 0, 0, 0, 1, 1, 1 and 0, 1, 0, 0, 1, 0, 1 are clearly generated by different stochastic processes. The approximate and sample entropy aims to quantify this [30]. This is extended with multiscale sample entropy [31], which is an especially powerful tool in the analysis of biological signals.

Although signals may appear to have high information content in the time domain, they may be easier to represent in others. For example, the JPEG image compression format primarily relies on human vision, which is less sensitive to high-frequency image details. Images are compressed by taking a Fourier transform and downsampling the high-frequency information. Spectral entropy measures the information content of the signal in its frequency-domain representation. The singular value decomposition (SVD) factorizes a matrix into orthogonal matrices and singular values. SVD entropy [16] measures the entropy of the singular values obtained when the signal is embedded with the algorithm described in the study by Rosenstein et al [26].

Many of these features are not simple to interpret; however, our testing shows that they provided significant improvements over prior features used in the literature.

Materials

We chose the mPower data set [12]—a crowdsourced data set consisting of 65,000 /aa/ phonation samples from 6000 participants, of which 1200 were participants with PD.

The primary issue with mPower is quality. Owing to crowdsourcing, participants who are dishonest or perform the task incorrectly can skew results. There are a number of subjects with young-onset PD in mPower; young-onset PD is very uncommon in the general population, but this representation may be possible because of the younger target audience of smartphone apps. Vowel phonation has been captured with a single channel iPhone/iPod microphone at 44,100 Hz, with the
different microphone technology in each generation introducing another variable to the model. Hesitation and phonation of vowels other than /aa/ are common, and the distance between the phone and the user varies: with some speaking directly into the microphone, creating wind noise, and others at a distance, introducing significant environmental noise.

We evaluated 1600 randomly selected phonation samples for performing the task correctly, rejecting approximately 40% by using the aforementioned wind, distance, and environmental noise. Using short time energies extracted at 0.1-second intervals with OpenSMILE [32], simple metrics such as variance, mean, and ranges were calculated to rank and filter the samples. Placing a threshold on these gave rise to hand-crafted rules to filter the remaining samples. After filtering, 4100 users remained, 900 with PD, each with a single corresponding sample. We then attempted to balance the joint age and gender distribution within the PD and control groups. Every PD participant had a gender and age twin (±2 years; the age-matching was conducted in a way that the twin was at most 2 years younger or older than the respective participant) selected; if a twin could not be found, that PD participant was discarded. This resulted in 1022 participants, 511 with PD. Standard libraries for computing the features used to build the modeling included the PyREM package for sleep staging from EEG data [33], nolds [34], and pypsr [35] (Textbox 1). The average $f_0$ for males and females was assumed to be 120 Hz and 190 Hz, respectively. Sound bit depth was binned to values for entropy-related calculations. In this feature experiment, we used 6 as the embedding dimension for the time delay embedding methods and calculated $\tau$ following the study by Rosenstein et al [26]. Ethical aspects of this research have been approved by the ANU Human Research Ethics Committee with protocol number 2018/108.

Textbox 1. Summary of the features used to build the model.

<table>
<thead>
<tr>
<th>Dysphonia features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior dysphonia features from the study by Tsanas et al [11]</td>
</tr>
<tr>
<td>Wavelet transform–based features [36]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Novel features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Higuchi and Petrotsis fractal dimension</td>
</tr>
<tr>
<td>Hurst exponent</td>
</tr>
<tr>
<td>Time delay ($\tau$)</td>
</tr>
<tr>
<td>Lyapunov exponents (up to 6)</td>
</tr>
<tr>
<td>Sample and approximate entropy (with $r$ selected by Lu et al [37]) and Fisher information [38]</td>
</tr>
<tr>
<td>Spectral entropy</td>
</tr>
<tr>
<td>Singular value decomposition entropy</td>
</tr>
</tbody>
</table>

### Results

#### Initial Model Validation: Replicating the Previous Results

In a previous study, Tsanas et al [11] used the National Crime Victimization Survey data set, which consists of 263 phonations from 33 people with PD and 10 HCs. A set of 132 features were calculated, and 100 times repeated 10-fold cross-validation (CV) was used to evaluate a support vector machine (SVM). On all features, they achieved 97.7% accuracy, and on a 10-feature subset selected by ReliefF, they achieved 98.6% accuracy. They also released an open-source toolbox to assist in replicating the results.

Using this toolbox on our data set, we calculated features on a 1.5-second window of audio beginning at the 1-second mark. An SVM was evaluated with 10 times repeated 10-fold CV over the full feature set and the 10-feature ReliefF subset (Table 1). The data set was stratified by random sampling such that there were equal numbers of PD and control subjects in each fold of CV to better highlight performance. Note that this effectively reduced the data set to approximately 1700 phonations. A grid search was used to select the optimal hyperparameters for the SVM. Of the kernels tested, the radial basis function (RBF) was dominant in all models. A Bayesian correlated $t$ test on accuracy was used to determine if a model dominated another [39]. Accuracy was chosen, despite the recent popularity of the area under the receiver operating characteristic curve (AUROC) because of criticisms of its bias toward certain predictors [40]. However, for the purposes of comparison with previously published work, we also reported sensitivity, specificity, and AUROC.
Table 1. Cross-validation results of a support vector machine using the full feature set and 10-feature ReliefF subset.

<table>
<thead>
<tr>
<th>Performance measures</th>
<th>Full, mean (SD)</th>
<th>ReliefF subset(a), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td>55.6 (4.9)</td>
<td>55.6 (4.5)</td>
</tr>
<tr>
<td>Sensitivity (%)</td>
<td>52.3 (7.0)</td>
<td>47.4 (6.6)</td>
</tr>
<tr>
<td>Specificity (%)</td>
<td>58.8 (7.8)</td>
<td>63.8 (8.1)</td>
</tr>
<tr>
<td>Area under the receiver operating characteristic curve (%)</td>
<td>57.7 (5.7)</td>
<td>58.2 (5.2)</td>
</tr>
</tbody>
</table>

\(a\)There is a 50.7% probability that the average performance of the ReliefF subset outperforms the full feature set.

Initial Model Validation: Improving Previous Results With Novel Features

The performance of the features by Tsanas et al [11] on the mPower data was evidently worse than that of the NCVS data set. It is possible that this was a consequence of the noisier and lower-quality mPower data. However, overfitting in the original study by Tsanas et al [11] is also highly likely, especially as evidenced by the fact that the MFCC-heavy ReliefF feature subset performed better in experiments by Tsanas et al [11], whereas it performed substantially worse in our testing, achieving 55.6% accuracy rather than 98.6%. Another consideration is the number of observations within each group; having more participants within one group can arbitrarily increase accuracy. It is also ambiguous whether the authors had stratified the phonations on a per-subject scale—failure to do so introduces the digital fingerprinting effect. The analysis provided in a recent study [41] exemplifies this, showing that allowing phonations from a subject to appear in both training and testing results in an AUROC of approximately 96%, compared with only 59% in a correctly stratified example.

The features used in the prior literature were clearly insufficient to perform an accurate diagnosis. To improve the model, we introduced an additional range of features that have been effectively applied in the analysis of other biological signals. These features are not directly related to human hearing or speech and thus may be especially useful in detecting symptoms unnoticeable by an expert. We repeated the experiments, adding the novel features, with the results presented in Table 2 showing significant improvement.

Table 2. Cross validation results of the support vector machines using different feature sets.

<table>
<thead>
<tr>
<th>Performance measures</th>
<th>ReliefF subset, mean (SD)</th>
<th>Novel only, mean (SD)</th>
<th>Combined(a), mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td>55.6 (4.5)</td>
<td>55.3 (4.8)</td>
<td>58.2 (5.1)</td>
</tr>
<tr>
<td>Sensitivity (%)</td>
<td>47.4 (6.6)</td>
<td>45.1 (6.5)</td>
<td>56.4 (6.8)</td>
</tr>
<tr>
<td>Specificity (%)</td>
<td>63.8 (8.1)</td>
<td>65.5 (7.6)</td>
<td>60.0 (7.0)</td>
</tr>
<tr>
<td>Area under the receiver operating characteristic curve (%)</td>
<td>58.2 (5.2)</td>
<td>58.2 (5.2)</td>
<td>60.7 (5.9)</td>
</tr>
</tbody>
</table>

\(a\)There is an 88.7% probability that the average performance of the combined subset outperforms the ReliefF subset.

Further Improvements: Ensemble Models and Data Augmentation

Although the performance was improved, a 58.2% diagnosis accuracy is still far below the requirements for clinical use. In this section, we explore the reasons for the below-expected performance and methods of improving it.

Many dysphonia features rely on estimating the precise length of each glottal cycle, for which the \(f_0\) algorithm of Camacho [42] was used. A preliminary investigation showed that the SD of \(f_0\) exceeded 10 Hz for 18% of the phonations. This was indicative of a substantial failure of the algorithm or a poorly executed recording.

Ensemble Models

Visualizing the features as in Figure 2, it is evident that there are distinct distributions for individuals who are healthy and have PD as well as for males and females. However, there is a large amount of variance and overlap over these distributions, making it infeasible to perform diagnosis over one feature alone.
Figure 2. Visualization of detrended fluctuation analysis against recurrence period density entropy in male and female participants with PD and controls. Although the groups follow distinct distributions, there is heavy overlap. It is evidently difficult to classify PD based on any single feature, and powerful machine learning models are required to make sense of their relationships. PD: Parkinson disease.

Typically, an SVM only performs well if the features are good, which may require a lot of prior knowledge. This is because SVMs can only model linear relationships and, even with the use of nonlinear kernels, are restricted to that particular kernel and are often simple. Other algorithms, such as neural networks, can potentially learn to exploit complex nonlinear relationships between the features to increase performance.

Given the complex relationships between features, it is possible that an ensemble model may achieve better performance. Ensemble models utilize multiple ML models and combine them to create a more powerful one. These ML models can typically be combined by averaging (ie, voting) or with other methods (eg, stacking), making the combined prediction more powerful than its individual parts.

Building on stacking, feature-weighted linear stacking (FWLS [43]) assigns a weight to each feature and model combination. This is motivated by different models being more suitable for using certain features. FWLS was the technique used to ensemble the hundred-model winner of the prestigious Netflix Prize [44].

We ensembled an SVM; Gaussian process; random forest; $k$-nearest neighbor classifier (with $k=3$); and simple dense neural networks with 3, 5, and 7 hidden layers. All models were suited to the task, diagnosing PD within 3% accuracy of each other. An RBF Gaussian process was chosen to aggregate the models in the stacking and FWLS-based ensembles, as Gaussian processes are inherently probabilistic and suitable for making decisions in situations of high uncertainty. The results are presented in Table 3.
Training ensembles is more computationally expensive; however, in practice, making a prediction from a pretrained model will take a negligible amount of time. Larger data sets may require the use of localized approximations for polynomially computable models such as SVMs and Gaussian processes. However, a major disadvantage of ensembles is the black box effect, where their predictions are effectively uninterpretable.

Data Augmentation

Some features were highly sensitive to minor fluctuations in the signal, with their value changing drastically depending on the segment used. Many of these features were not length invariant, and 10% varied by over 0.5 SDs when computed over the same phonation, offset by 0.1 seconds. We computed seven 1.5-second samples from each phonation, ranging from the 1.5- to 4.5-second mark with a 0.5-second step size. We experimented with taking the mean over all 7 values as well as augmenting the data by using the additional samples as extra CV input (ensuring that phonations from the same participant appeared in the same training set or test set). The results are presented in Table 4.

Augmentation did not seem to prove useful in overcoming low-quality data and unstable features and seemed to decrease performance. It is possible that sampling from a shorter window exacerbates the instability of the features and that even if one of the windows was more informative than others, that window might not be the same for all recordings. This may essentially introduce more noise into the training data and therefore have an overall negative effect on model performance.

Augmentation proved beneficial when taking the mean over all segments; however, it was not useful when simply including the additional segments as CV data. This is likely because taking the mean reduces the instability and noise of the features, whereas including all the segments exacerbates the problem and introduces more noise into the entire feature set.

Final Results: Performance in Participants With No Speech Difficulties

After developing a decent model to classify PD based on speech, we investigated what it could offer to real-world diagnosis. The raw performance is clearly insufficient to replace neurologists; however, we have shown that the performance bound has not been reached—additional, higher quality data will greatly improve results, along with better and more informative features.

First, we investigated whether it would be possible to detect symptoms imperceptible to a neurologist. If this is possible, the combination of both could potentially increase the accuracy of diagnosis. To do this, a set of PD participants who had no speech difficulties (NSDs) was first removed from the data set before any experimentation (including those mentioned in the previous sections) to prevent overfitting during the model evaluation stage. This relied on a field of the mPower UPDRS survey, which defaulted to zero, which we are aware relies on the honestly/reliability of participants. This created a subset of 81 participants (of the previous 4112) who had PD and NSDs.

From the HC participants not used in CV/model evaluation stage, 81 participants were chosen such that they exactly matched the gender of each NSD participant and as closely matched the age as possible. We combined the 2 to form a test set of 162 participants and used the FWLS ensemble trained on the CV set to evaluate the test set. No data augmentation was performed. This is presented in Table 5. Surprisingly, there was an increase in sensitivity between diagnosis of participants with perceptible dysphonia (as indicated by participants having speech difficulties) compared with the diagnosis of those with imperceptible dysphonia (as indicated by participants having NSDs). This implies that there must exist some features that

Table 4. Cross validation results of basic data augmentation techniques with the combined feature set and the support vector machine-only model.

<table>
<thead>
<tr>
<th>Performance measures</th>
<th>Original, mean (SD)</th>
<th>Mean, a mean (SD)</th>
<th>Augmented, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td>58.2 (5.1)</td>
<td>58.7 (4.5)</td>
<td>57.3 (3.7)</td>
</tr>
<tr>
<td>Sensitivity (%)</td>
<td>56.4 (6.8)</td>
<td>56.5 (6.8)</td>
<td>54.8 (5.8)</td>
</tr>
<tr>
<td>Specificity (%)</td>
<td>60.0 (7.0)</td>
<td>60.8 (7.5)</td>
<td>59.8 (5.8)</td>
</tr>
<tr>
<td>Area under the receiver operating curve</td>
<td>60.7 (5.9)</td>
<td>61.1 (5.1)</td>
<td>60.2 (4.4)</td>
</tr>
</tbody>
</table>

aThere is a 59.3% probability that the performance with the mean augmented features is better than the nonaugmented features.
capture information regarding the disease state of a person but does not relate to audible dysphonia.

Table 5. Performance of the feature-weighted linear stacking ensemble on participants with no audible symptoms and previously unseen data.

<table>
<thead>
<tr>
<th>Performance measures</th>
<th>Cross-validation mean</th>
<th>Cross-validation SD</th>
<th>No speech difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td>59.2</td>
<td>5.3</td>
<td>59.3</td>
</tr>
<tr>
<td>Sensitivity (%)</td>
<td>57.4</td>
<td>7.6</td>
<td>63.0</td>
</tr>
<tr>
<td>Specificity (%)</td>
<td>61.1</td>
<td>7.4</td>
<td>55.6</td>
</tr>
<tr>
<td>Area under the receiver operating characteristic curve (%)</td>
<td>62.3</td>
<td>5.9</td>
<td>66.7</td>
</tr>
</tbody>
</table>

We hypothesized that this is possible because of the more abstract features, which are not related to audible symptoms. To investigate, for each feature, we checked two matters: first, whether the distribution over NSD and PD was similar (ie, captured information about disease state), and second, whether the distribution between NSD and control was different (ie, did not relate to audible dysphonia), implying that the feature is likely discriminative yet inaudible.

To perform significance testing, we first employed a normality test on all features across all groups. If a single feature was normal across all groups (ie, PD, NSD, and HC), then we employed a one-way analysis of variance (ANOVA) to test for significant differences, followed by a Tukey honestly significant difference post hoc. Groups were considered to be sampled from different distributions of a \( P \) value of .05. If that feature was not normal across all groups, then a Kruskal-Wallis ANOVA was used, followed by a Dunn-Bonferroni post hoc test. Similarly, a value of \( P = .04 \) is required to say that the feature was sampled from different distributions. Note that because we are only interested in 2 post hoc comparisons (between NSD-PD and NSD-HC), the post hoc tests overcorrected the \( P \) values. This meant that we can be more confident in any significant difference detected.

We expected that abstract features such as those that try to capture complexity (eg, sample entropy) were likely to be inaudible. These were not biologically motivated and more sensitive to high-frequency information to which the human auditory system was not. This was confirmed in Figure 3, where a significant difference was detected for mean log energy between the NSD and control groups, yet no significant difference was detected between the NSD and PD groups, for males only.

Figure 3. Violin plot of mean Log energy for males (blue) and females (orange). For males, a significant difference was detected between the no speech difficulty and control groups (\( P < .00002 \)), but not between the no speech difficulty and Parkinson disease groups (\( P = .13 \)). F: female; Log: logarithmic; M: male; NSD: no speech difficulties; PD: Parkinson disease.

In the full results, we found that features such as energy, entropy, and their corresponding coefficients were inaudible, whereas features such as jitter, those derived from fundamental frequency, MFCC, and their corresponding coefficients were audible.
Discussion

Principal Findings
In this study, we have shown that features used in prior literature on small data sets do not perform well when extrapolated to more real-world, much larger data sets such as mPower. Owing to natural variation in speech, the separation of healthy individuals and those with PD is not as simple as previously believed. We have presented significant performance improvements with an additional set of features and techniques such as assembling and data augmentation. Importantly, we have demonstrated this in a robust environment that is well guarded against overfitting.

Strengths and Limitations
Although performance is currently insufficient to substitute for a clinician’s diagnosis, significant improvements from simple data augmentation, ensemble models, and additional features imply that peak performance has not yet been achieved. The power of ML only increases as more data become available.

We have also shown that some features used are capable of detecting symptoms of the PD state, yet are imperceptible to human hearing. This is a very promising result for the field, with the possibility that a large robust model may eventually outperform humans. For now, these models are a low-cost tool for clinicians to validate their diagnosis; a positive result may be a flag to perform further checks on the patient. This also suggests that vocal phonation features could be used as part of a set of noninvasive biomarkers for PD.

The biggest barrier to the introduction of ML in the clinical setting is trust. This relies on either a strong understanding of the models and features or good performance on a substantially sized data set with robust evaluation approaches. We believe that developing a deep understanding of ML in clinicians will become increasingly difficult, as models and features become more complex. Thus, it may be best to focus on providing larger data sets. The mPower data set makes great strides in size and availability, but it lacks data control. The field would benefit greatly from a standardized data set against which the performance of models could be empirically evaluated.

Many avenues still remain unexplored. The diagnosis of PD often involves testing a patient’s response to medication, such as levodopa. Additional information from phonation samples before and after levodopa consumption may greatly improve performance. We focused only on traditional ML approaches based on signal processing. A notable weakness of feature engineering is information loss, as it is difficult to perfectly describe a signal. Structured neural networks are suitable for making predictions from a raw data stream, such as computer vision and neural networks. In our testing, simple convolutional and recurrent neural networks have achieved similar performance to our best models and greatly improved performance when combined with feature engineering. However, they are more difficult to interpret.

Further improvements could be seen in multidimensional data sets using data from more than one source (eg, postural sway, gait, and finger tapping, all of which could be measured on smartphone devices). Measuring these during clinical visits in a controlled setting under standardized conditions would produce substantially cleaner data at minimal cost, but it is essential to have the cooperation of the clinical and patient communities. Our research provides a first step in establishing the great value these tools could provide, not just in PD.
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