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Abstract

The COVID-19 pandemic has illuminated multiple challenges within the health care system and is unique to those living with chronic conditions. Recent advances in digital health technologies (eHealth) present opportunities to improve quality of care, self-management, and decision-making support to reduce treatment burden and the risk of chronic condition management burnout. There are limited available eHealth models that can adequately describe how this can be carried out. In this paper, we define treatment burden and the related risk of affective burnout; assess how an eHealth enhanced Chronic Care Model can help prioritize digital health solutions; and describe an emerging machine learning model as one example aimed to alleviate treatment burden and burnout risk. We propose that eHealth-driven machine learning models can be a disruptive change to optimally support persons living with chronic conditions.
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Introduction

The COVID-19 pandemic has surfaced multiple concerns present within our health care systems, including the high infection risk prevalent among people with chronic conditions, and the fact that practitioners can only provide specialized responses to acute illnesses [1]. These, in turn, leave people with chronic conditions to experience fragmented, poorly coordinated, and limited support in their treatment [2], which exacerbates the treatment burden patients experience as they encounter decreased support for their ongoing medical care [3]. Increased treatment burden can heighten the risk for illness-related burnout—a chronic affective state comprising symptoms of emotional exhaustion, physical fatigue, and cognitive weariness, often the outcome of depletion of energetic resources resulting from prolonged exposure to medical distress [4]. Considered the most efficacious of the various chronic illness frameworks [5], the Chronic Care Model (CCM) [6,7] addresses how health care teams, including physicians, can better support those with chronic conditions by shifting care focus to coordinated self-management and decision-making support [8-10].

eHealth supports individuals in self-care and facilitates interactions and collaboration within the health care system, thereby reinforcing the value of the CCM. eHealth technologies are connective elements that build bridges between stakeholders in the ecosystem [11]. The eHealth enhanced Chronic Care Model (eCCM), developed in 2015 by Gee et al [12], is a framework that incorporates eHealth literature into the CCM components and promotes understanding how eHealth tools such as mobile health (mHealth) apps, machine learning (ML), e-communities, electronic health records, and eHealth education may facilitate the implementation of the CCM in a digital space (eg, by enabling self-tracking of health data, empowering involvement in shared decision making, supporting preparation for appointments, and enabling personalized decision support
through visualization of data and reminders). Thus, there are various technologies that have been suggested to improve the functionality of the different components of the CCM.

Of the suggested technologies, ML offers new opportunities to deliver more accessible, equitable, personalized, and cost-efficient chronic care programs. ML may help mitigate treatment burden and burnout risk by providing self-management and decision-making interventions that guide and support people with chronic conditions. This guidance and support can be delivered directly or via a mobile app; it can also be provided to a coach or care provider to consider when working with a person with chronic conditions.

Here, we introduce an emerging ML model called “the outcomes model” as an example of the eCCM framework, which integrates behavior and data science principles to reduce treatment burden and chronic-condition-related burnout. The outcomes model correlates an individual’s health outcomes months in advance with current lifestyle and biometric markers and could be used to help determine which kinds of lifestyle activities (e.g., maintaining a sleep routine or adding more daily physical activity) are most likely to benefit an individual at a given time. It may not only help people make meaningful lifestyle decisions but may also enhance their motivation through self-monitoring and feedback on health behaviors and outcomes in order to complete activities necessary to improve chronic-condition-related self-management.

**Machine Learning at One Drop**

One Drop is a mobile app that passively and actively collects data (passively from wearables such as Apple Watch and FitBit, and actively from user-inputted information directly into the mobile app). It provides ML health trend prediction, tailored educational content, and personalized health coaching services for people who want to prevent and manage chronic conditions, such as diabetes and heart disease. Upon downloading the app, members actively grant permission to use the data only for app improvements and for research and development of ML models for use within the app.

One Drop data collection spans 195 countries, and as of this writing, the data comprise over 30 billion data points. Some of the categories and their components are presented in the following:

1. Biometrics data: heart rate, blood pressure, skin temperature, and blood glucose concentration.
2. Behavior data: physical activity, sleep, food and mealtimes, medications and consistency of medication use, and geographic movement.
3. Outcome data: laboratory measures, such as glycosylated hemoglobin type A1c (HbA1c) and cholesterol levels, and self-reported metrics, such as weight, body mass index, and waist circumference.
4. Engagement data: app use, interactions with coaches, use of educational resources, interactions with peer support networks, response rate to app notifications, and others.

Information is collected on multiple cadences; some wearable data are collected passively, while others are set by the person logging manually. App features call for medical-condition-specific subsampling strategies. More frequent data input supports more accurate outcomes forecasts.

Currently, ML algorithms trained on these data predict health outcomes, such as weight, average blood glucose concentration (HbA1c), time-in-range, or blood pressure, using the inputs described above (e.g., biometrics, behavior, outcomes, and engagement), for 1-6 months in advance. One Drop data from a sample of over 50,000 app users were used to train a suite of patent pending supervised learning models, each for a different health metric (weight, blood pressure, or blood glucose) and time horizon (1-2 months, 2-3 months, 3-4 months, or 4-6 months). Data collected prior to 2019 were used to train the algorithms; data from January 2019 through February 2020 were used for testing. Test set predictions were 10%-40% more accurate than a naïve (benchmark) prediction of “no change.” Further details of that work have been presented previously [13,14], and model development is still in progress. For the present discussion, we note this as an example that informative biometric predictions based in part on behavioral inputs exist today. However, predictions such as these cannot in and of themselves produce improved outcomes nor reduce treatment burden. Only in combination with a behavioral support framework can such benefits be realized. We next describe such a combination, which we call the outcomes model.

**The Outcomes Model**

For people with chronic conditions, medical appointments with health care providers may occur on a quarterly or biannual basis. Having a system such as the outcomes model could provide lifestyle support in between medical visits, while simultaneously giving people with chronic conditions a predictive insight into how their habits are impacting their overall health. To date, no eHealth offerings focused on people with chronic conditions integrate a combination of multiple ML models to (1) forecast outcomes up to 6 months into the future; (2) provide insight into which lifestyle behavior modification may most significantly impact a person’s desired clinical outcome; and (3) use various data inputs (e.g., biometrics, behavior, outcomes, and engagement) to support behavior change and reduce treatment burden for people with chronic conditions.

The hypothesis we are exploring is how to use an ML model capable of predicting likely changes in outcomes to reduce treatment burden within the eCCM. A potential approach is to use a forecasting model to determine which lifestyle modifications are most likely to yield the greatest improvement on forecasted clinical outcomes of interest (e.g., weight, HbA1c, blood pressure, and time-in-range). Based on the forecast of various health outcomes-focused interventions, an optimal current lifestyle modification focus could be selected. A combination of human and automated interventions could then be initiated to suggest adjustments to the individual’s behavior. After an initial trial period to evaluate the effect of a suggestion, the guidance could be recalculated with up-to-date information, and the focus might either be maintained or switched to a new, now most optimal, choice. If the recommended focus is not practical to be addressed by people with chronic conditions for
any reason, the next most effective mode could be selected. In this way, the system can support people with chronic conditions in making progress toward better health outcomes using tailored interventions that adapt to each individual, evolve with time, and are informed by their predicted effect on the individual’s health.

Predictive guidance, developed as described above, might be digitally delivered directly to people with chronic conditions, which can support the calculated guidance provided through a healthcare professional. This predictive guidance could reduce treatment burden by helping people with chronic conditions seek additional help from a health care professional. The information from predictive guidance could be used more broadly as a part of a health care network’s decision support system. Prescribers would be required to evaluate potential medical interventions such as medication dose changes. Lifestyle modifications, such as modifying physical activity or carbohydrate intake, could be improved upon by a digital health coach, a dietitian, or other subject matter experts. These coaches are typically more readily available for appointments between clinic visits, and the use of their services may reduce the burden on the health care system by increasing patient engagement in self-care and supporting health care providers with additional patient health insight.

Discussion

Machine Learning-Based Lifestyle Modifications

The general idea of informing chronic condition management with computed forecasts about an individual is receiving increasing attention. Schwartz et al [15] review a variety of current developments based on the rise in quantification of many aspects of daily health. One of the many features they see as important in the evolution of digital health is prioritization of interventions, and in that light, they review concepts such as ecological momentary interventions that “assess the person’s (digital twin) status and the model delivers interventions as needed, when needed—perhaps even preemptively.” More recently, Chevance et al [16] have elaborated on emerging applications that use predictions to support behavior change, with examples including predictions of smoking or walking behaviors. One aspect of their discussion centers on continuous tuning interventions, that “include real-time optimization algorithms, which [based on such forecasts] can further adjust intervention content or delivery aspects to the needs of a specific individual.” Increased attention notwithstanding, we concur with the assessment by Chevance et al that “Computational models and associated computerized simulations are still relatively under-used in the behavior change field.”

A wide set of ideas is discussed in those papers, and we are broadly supportive of all of them. The approach we have described here sits squarely among those ideas. While Schwartz et al [15] describe the role of algorithms for informing a digital phenotype, their digital phenotype is not necessarily predictive of a future state. Chevance et al [16] flesh out continuous tuning based on updated predictions, but their examples focus on behavioral interventions tuned via behavioral predictions. Our aim here is to advocate specifically for placing biometric predictions in a central role in steering behavioral interventions. This stance is tantamount to a hypothesis that a dominant contributor to treatment burden for people with chronic conditions is uncertainty. Will a particular behavior change succeed in improving my condition, given my history and circumstances? Is the work I am doing now truly going to make a difference later? We believe that definitive answers to those personal questions, updated as individual behaviors, the chronic condition and circumstances evolve, can make a substantial reduction in treatment burden. We further believe that predicting the biometric effect of candidate behavioral interventions to each specific individual is the most promising way to obtain those answers.

Here, we have described a strategy in which a biometric forecasting model is used to select the lifestyle intervention most likely (at a given moment) to improve an individual’s forecast, and to use that as the basis for informing interventions. We acknowledge that this strategy is not a straightforward exercise. People with chronic conditions do not typically have the privilege to make one behavior change at a time. They must instead focus on making multiple changes (eg, diet, physical activity, and medication) simultaneously. Type 1 diabetes provides a good case in point for this issue. If a person living with type 1 diabetes decides to engage in more physical activity, they must make simultaneous changes to carbohydrate intake, as well as adjusting insulin-to-carbohydrate ratios. In this scenario, a suggested ML model approach is to observe the population of mobile app users for typical correlations with changes to behavior; the next step is to apply correlated factors to hypothetical changes of the past 30 days of an individual’s observed behavior and examine if there are any resulting changes to the forecasted outcome. It is, to be sure, more difficult to learn from data where many recorded behaviors are correlated and overlapping, calling for careful statistical evaluation of whether the resulting forecast changes differ significantly. In these circumstances, the results and recommended behaviors can be less specific and more complex—less than ideal if the goal is to reduce treatment burden and burnout by making clearer recommendations that are more likely to succeed. Nonetheless, whether choosing a single behavior change or a combination, knowing which choice is forecasted to result in greater improvement for a given individual could inform both guidance and goal setting for that individual. Such a result would not constitute proof or a guaranteed outcome. However, the vast data reservoir on which the ML model is trained offers the possibility of learning which interventions have led to greater improvements among people in similar circumstances to the individual in question.

While recognizing the challenges, we believe that relieving treatment burden cannot improve beyond a limited threshold without reducing uncertainty about the effectiveness of a behavioral intervention for each individual at each moment in time. Fusing biometric prediction with behavioral science frameworks such as eCCM, is in our view, the best strategy for reducing that uncertainty. Whether through a predictive guidance system such as the outcomes model described above or in some other form, adjustments to behavioral interventions must be informed by an individualized prediction of which adjustments
are most likely to succeed. Adjustments so informed are necessary for sustainable chronic illness prevention, management, and hopefully treatment burden alleviation.

**Conclusion**

ML-based biometric predictions used in the context of established behavior change frameworks offer exciting potential to support and reduce treatment burden, as well as mitigate burnout risk for those living with chronic conditions. Chronic care management requires constant attention, which necessitates deep engagement with supportive tools. eHealth solutions such as the outcomes model may break down the boundaries that define traditional, nondigital care. Such innovation should support digital health care’s progression out of reactive and into proactive chronic care.
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Abstract
Advances in mobile phone technologies coupled with the availability of modern wireless networks are beginning to have a marked impact on digital health through the growing array of apps and connected devices. That said, limited deployment outside of developed nations will require additional approaches to collectively reach the 8 billion people on earth. Another consideration for development of digital health centered around mobile devices lies in the need for pairing steps, firmware updates, and a variety of user inputs, which can increase friction for the patient. An alternate, so-called Beyond the Mobile approach where medicaments, devices, and health services communicate directly to the cloud offers an attractive means to expand and fully realize our connected health utopia. In addition to offering highly personalized experiences, such approaches could address cost, security, and convenience concerns associated with smartphone-based systems, translating to improved engagement and adherence rates among patients. Furthermore, connecting these Internet of Medical Things instruments through next-generation networks offers the potential to reach patients with acute needs in nonurban regions of developing nations. Herein, we outline how deployment of Beyond the Mobile technologies through low-power wide-area networks could offer a scalable means to democratize digital health and contribute to improved patient outcomes globally.
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Introduction
The 1962 song entitled Return to Sender by Elvis Presley harkens back to an age when people communicated through letter writing, and the postal service was the principal artery of our data distribution network [1]. Lest we forget, there are several features of that communication method that are noteworthy and can still inspire innovation within our modern world of telecommunications. First, the cost of the communication was borne upfront by the originator, by using either a stamp or franking imprint. The recipient’s address was unambiguous, and the act of opening the communication was personal and often ethereal. There is also the option to respond to the sender at no cost with a return letter through an enclosed “self-stamped” return envelope. The modern equivalents are of course electronic, offering near-unlimited speed, scale, and customization, though this comes at a cost. The first and most obvious is a lack of personal touch. Although this may have little consequence in most circumstances, in the case of health care, we must be guided by the wishes, needs, and proclivities of a potentially unwell person whose perspectives may differ from those of a well-intentioned app developer. Second, modern communications rely on mobile devices that can be expensive (capital expenditure), have limited shelf life (depreciation), and are coupled through networks that may require monthly subscriptions (operational expenditure). In addition to these financial burdens, the devices rely on availability of increasingly
complex wired and wireless networks that have colored our expectations dramatically. Whereas a delay of one day for receipt of a letter might have been a source of irritation in days gone by, a lack of internet connectivity for mere minutes now has the potential to drive consumers into a state of frenzied panic. More problematically, the market push for ever-increasing device capabilities and networks to support them has implications for global health. There is clear evidence of a digital divide emerging between affluent and developing nations, yet the push toward digital health has the potential to impact the health care of some of the most vulnerable citizens on the planet [2]. We can all recall the frustrations of having to upgrade operating systems on our personal computers to keep pace with the visions and edicts of software developers. In the case of health care, however, such scenarios are less tenable, requiring us to plan carefully and thoughtfully how we embrace this opportunity. We advocate that the correct combination of digital services coupled with personal actions and experiences may be the solution to this conundrum and outline a case herein.

**Beyond the Mobile**

The promise of digitally enabled health care is being realized at an incredible pace [3]. Advances in device and broadband network technology are revolutionizing how we capture, store, and access health care data. The range of possibilities is ever expanding, impacting patients, health care providers, and payers with the establishment of Connected Health ecosystems (Figure 1). Consumer interest has been accelerated by the availability of apps on smartphones, allowing patients to access and visualize health-related data and make decisions on aspects of their health care [4].

Figure 1. Functional components of a modern Connected Health ecosystem. HCP: health care provider.

It is estimated there are approximately 3 billion smartphone users globally and over 318,000 health-related apps available for personal use [5]. That said, the highest concentration is found in developed, affluent nations and their urbanized regions, reflecting demographic trends and mirroring geographic access to quality health care services [6]. This has even led to categorization of a subclass of “fit-rich” individuals who also possess smart monitoring devices (eg, wrist-worn wearables), have ready access to a spectrum of preventative through palliative health care services, and actively engage in digital health programs [7]. Despite the seemingly limitless opportunities, the impact on health outcomes at the population level has been smaller than initially anticipated and device-related limitations have been cited as a likely culprit. Several surveys underscore patients’ diminished enthusiasm for devices over time, including app burnout, with many using features less than 3 times [8]. This presents a conundrum for the connected health community at large. Given the smartphone-centric culture of Generation X, Millennials, and Generation Z, it is logical to assume that connected health products represent an enormous opportunity, and this will likely be the case for a large segment of the health care system. However, at the population level, there are a number of inherent hurdles and limitations that need to be considered a priori for patients to use the smartphone as the central hub in their health care nexus. Cost is a factor, with premium devices exceeding US $1000, and data plans of up to US $100/month. In the United States, the average user changes their smartphone approximately every 24 months, often amortizing sunk cost into a newer model [9]. Among limitations of the base unit, battery life is often a limiting factor, with devices typically requiring daily charging despite continual advances in lithium-ion technologies. This problem is even worse for some wrist-worn systems (eg, the Apple Watch), as their need for regular recharging has been a limiting factor in clinical trials, as on-body data cannot be gathered while the device is charging [10]. The situation becomes even more complex when the smartphone is paired with additional devices—for example, when a smartphone is communicating with a drug substance supplied in a smart package, allowing patients to obtain instructions for use via wireless (near-field or Bluetooth) communication. Another example is a connected drug delivery device such as a smart autoinjector or inhaler. In both cases, in addition to the installation of a customized app, a pairing process needs to be conducted, which can be a source of friction, and requires the smartphone to be in close proximity, with sufficient battery life and wireless connectivity. Longer term, the need for firmware and app updates is likely, requiring a degree of technical
knowledge, and there may be potential interoperability limitations if contemplating switching operating systems (eg, from iOS to Android). On top of this, omnipresent security concerns arise, both for the operation of the device and the data it collects then distributes. Though the growth and use of health-related apps on smartphones seems likely to continue unabated, there are merits to using alternate and transparent approaches to connect devices, which has led to the emergence of Beyond the Mobile (BTM) as a viable proposition [11].

In this scenario, a sensor on a wireless device communicates directly to the cloud through a low-power wide area network (LPWAN) or through a satellite uplink without the need for the smartphone-based intermediate step (Figure 2). As just a few examples, a smart pill dispenser could confirm when a patient administers a drug through activation of a container cap sensor, a motion sensor might alert a caregiver to a patient’s sudden fall, or a wrist-worn cardiac monitor might signal an irregular event in need of further scrutiny (eg, arrhythmia). Though it is equally viable to capture this information via a smartphone, there are several advantages to a BTM approach. For example, the sensing device could be configured to work “out of the box” with minimal setup and no requirement for a separate device (and thus no need for downloading apps and updates, pairing, etc). In addition, it could be personalized to a user profile up front prior to shipping. Data could be transmitted near instantly via an appropriate network (vide infra) at no cost to the patient, with lessened security concerns as data are not stored on an uncontrolled system, nor transmitted over the open internet.

![Figure 2. Uploading data from IoMT devices directly or via smartphone. IoMT: Internet of Medical Things; LPWAN: low-power wide-area networks.](image)

Additionally, validation of such a device would be less demanding than a smartphone-paired version, as the likelihood of errors from software of unknown provenance is reduced. If debugging was proven necessary, those updates would be confined to the device itself and would not be compounded by issues relating to the smartphone and its various systems. Clearly, there are myriad benefits to such an approach, and the impact of reduced friction for the patient is noteworthy. It is well recognized that to evaluate the true impact of connected health on real-world outcomes, acquiring quality data longitudinally is key, and low friction/passive monitoring approaches are beneficial [12]. This in part has led to the development of wide arrays of newer Internet of Medical Things (IoMT) devices (eg, voice assistants), which can gather data with minimal user inputs [13].

Using BTM approaches to connected care has even deeper ramifications when considering population health at a global scale. Leaving aside limitations of smartphones themselves, their use depends on the availability of cellular networks on which the devices operate. It is estimated that nearly half of the world’s population does not have access to the internet and an even greater percentage does not have access to broadband (cellular or Global System for Mobile communication) networks [14]. The problem is exacerbated in developing nations—whereas some 73% of North Americans have mobile connectivity, the lower proportions of mobile connectivity in Latin America (50%), the Middle East and North Africa (38%), South Asia (28%), and sub-Saharan Africa (21%) highlight the gaps that exist [15]. Although the deployment of 3G, 4G, and now 5G networks continues apace, the economic considerations involved mean that many areas, particularly rural, will remain cold spots for the foreseeable future. In a move to address this infrastructure gap, low-energy long-range wireless technologies are being developed and evaluated, leading to LPWANs [16]. Coupling to these networks through low-energy devices offers a very real and scalable option for impacting connected health in developing nations.

### Long-range Wide Area Networks

First developed by Cycleo in France, LoRa (from “long range”) represents a long-range, low-power wireless protocol that can be deployed through LPWANs [17]. Subsequently acquired by Semtech and incorporated into a global nonprofit, LoRa Alliance, the system employs sub-gigahertz radio frequency bands (principally 433-923 MHz) to allow for long-range data transmission (>15 km rurally) using low power and transfer rates of up to 30 kbit/s [17]. Long-range wide area networks (LoRaWAN) have multiple attributes, which include the following: (1) multikilometer range capacity, (2) low power use through micro batteries, (3) low entry and operating costs (capital expenditure approximately US $20, operational expenditure negligible), (4) low bandwidth requirements (250 bit/s to 11 kbit/s), (5) security available through 128-bit encryption, and (6) near limitless geographic coverage of gateways. There are limitations including low uplink/downlink speeds, favoring methods that parse data into appropriate packets for transmission with intervals, as well as edge computing methods to preanalyze data. Perhaps more importantly in this context, however, the technology uses unlicensed radio bands, and the network technology is relatively simple and affordable to access. The low cost of implementation and lack of formal network licensing leads to the potential for community-driven solutions.

New chipsets are continually evolving, with ever increasing transmission capacity coupled with decreasing size and power...
IoMT Devices

Growth in wireless and mobile technologies has been particularly strong in the health sector, establishing a new category denoted the IoMT [23]. By current estimates, there are more than 3.7 million IoMT devices in use currently and a report by Allied Market Research forecasts IoMT within the health care market will grow to US $332 billion by 2027 [24]. This spans a range of handheld and body-worn devices (smart pad, smartphone, wrist-worn trackers, smart rings), wireless sleep monitors, smart refrigerators (which monitor dietary intake), and voice analyzers capable of diagnostic interrogation (eg, Alexa, Siri). It is easy to see how communication with residential IoMT devices can fuel digital health applications given that many individuals spend the majority of the day at home (and often almost the entire day during the COVID-19 pandemic). Rich composite data streams are available and could be useful for addressing disease-specific parameters (eg, diet and exercise activity for cardiometabolic illness, or voice intonation and social network activity in depressive disorders) and also for providing interventions (eg, reordering prescription medications, voice- or video-guided instructions for use of medications). Driving this growth are new technologies that are ever more powerful, miniaturized, and affordable. For example, tags (using near-field communication or radio frequency identification technology) as small as 1 mm³ can now be molded into drug packaging during manufacture, allowing patients to track delivery and access information from their smartphone [25]. Bluetooth modules mere millimeters square with shelf lives of many years can be added to devices and activated by a user—for example, on a smart pack to confirm a drug dose has been administered [26]. The deployment of these and “ready to connect” devices that have eSIMs integrated for over-air activation promises to greatly aid our efforts to monitor the health care supply chain [27], counterfeiting and security, and drug and diagnostics adherence rates. Critically for individuals in developing nations, many of these options do not require the use of a mobile phone. Direct-to-cloud capabilities are available in many areas, and combinations of fog and edge computing (allowing local processing of data prior to pushing to the cloud) are available in others [28]. Additionally, voice messaging from devices can be activated by the recipient of a package, requiring only simple microprocessors coupled to a piezo speaker and powered by a button cell. There even exists the option to record a simple return message onto such a device, which would then be transmitted to a base station (eg, via a LoRa network in small data packets). Such “return to sender” capabilities in essence close the loop between the patient and health care provider, confirming the participatory component of P4 medicine (predictive, preventive, personalized, and participatory) [29]. Ultimately, outcome measures will dictate the degree to which such connectivity will be adopted. However, early research on adherence rate improvements among patients using smart connected autoinjectors bodes well for deployment [30].

Myriad exciting opportunities present themselves for BTM technology to enhance patient care and advance managed health care at the community level. From the drug product side, the ability to track supplies down to the individual package level will allow deployment of state-of-the-art logistics approaches developed in the online retail industry. Receipt by the patient at home, at a pharmacy, or care facility is possible, independent of how it was transported (truck, mail, parcel pod, drone, etc). This can also serve as an anticomputer step, and ensure medications do not get into the wrong hands. Patient adherence can be monitored by dose verification technology (eg, smart blister pack, smart pill bottle, smart autoinjector) and supplies can be reordered to ensure no interruption. Where relevant, patient training could be offered via video/voice recording, connection to a smart television, or voice commander in the home. This could also lend itself to community-based medicine through peer groups. For example, smart grids around senior living communities could facilitate group support interactions through communication with smart packaging. Such has been seen to have a positive impact on outcome measures—for example, cardiovascular disease management through group exercise routines among peers [31]. Such can promote a wellness-oriented mindset, an important behavioral driver for long-term impact. With entire populations rendered housebound due to the COVID-19 pandemic and recreational facilities closed, the notions of community wellness and maintaining physical activity have seen added interest and are likely to stay beyond the pandemic.
**Deployment for Global Health**

Use in developing nations, particularly rural areas where broadband networks are often unavailable, would seem an attractive proposition for use of BTM IoMT on unlicensed LPWANs. Indeed, such approaches have already been piloted in regions of sub-Saharan Africa, with successful outcomes reported [32]. Despite this validation, many studies have remained at the concept/pilot stage due to a lack of infrastructure for implementation, leading to a degree of frustration, which should be addressed as a matter of priority [32]. Pressure continues to mount, as evidenced by activities among several African nations to address mental health using mobile health tools during the COVID-19 crisis [33].

One concrete example of success was the SIMpill program trialed in South Africa. The system uses a smart drug container that sends a wireless signal when the cap is removed, signaling an adherence-related action by the patient [34]. Increased patient adherence rates ranging from 22% up to 90% were observed, suggesting fertile ground for widespread deployment [34].

In a recent study in Malawi, care for women with HIV was assessed using various technologies with a view to maximizing adherence for patients prescribed antiretroviral medications [35]. The study focused on evaluating 3 technologies for monitoring and supporting engagement in HIV care and the security screens used to validate patients’ identities. Although SMS text messaging and SIM card screening were viable, biometric-based (fingerprints) ID verification showed the highest level of engagement. Drivers cited included eliminating financial barriers (costs of phone and service), security concerns (third parties gaining access to device), consistency (trading of phones/cards), and lack of device literacy [35].

**Supply Chains and Clinical Trials**

The studies in Malawi hint at the prospect that rural (and urban) drug dispensaries of the future might possibly function through IoMT, allowing patient verification by biometric scan through an LPWAN (or opening of smart pack/parcel pack medications delivered by drones). There seems little doubt that the technology can assist in the tracking of drug supply from manufacturer to patient and verifying adherence. The key to improved patient outcome measures lies in frequency of data capture and this should create minimal friction for the patient. As we have learned from longitudinal studies at scale, where we live affects our health and the ability to secure rich data over time is one of the keys to success in the field [36-38].

These same approaches would also benefit clinical trials being conducted in remote regions, where patient tracking and monitoring are pivotal components of trial design. Modern approaches often dictate highly segmented trials and the ability to effectively reach, engage, and monitor subpopulations is critical to addressing health disparities over time by facilitating trials with sufficient power [39].

**Emergency Management**

Additional opportunities abound in the form of emergency alert systems for patients. For example, lack of communications infrastructure can place pregnant mothers in a vulnerable situation in rural areas. As has been noted, makeshift communication methods used by patients in developing nations range from use of carrier pigeons to alerting passing motorists of the need for assistance, with delays leading to fatalities [40]. LPWAN could address this need and—combined with active monitoring—be used to establish a form of emergency service channel as is the case in the United States with citizens band radio channels 9 (land-based) and 16 (marine). Such might become a near-term goal for collaborations between the World Health Organization and its member nations.

There have been additional developments in this regard from the Google X team and their “Project Loon,” which is developing balloons that are deployed in the stratosphere to provide wireless connectivity in remote areas around the globe. Though a current limiting factor is the 100-day service life of the balloons, they have already been deployed to assist populations in Peru impacted by floods and over Puerto Rico following Hurricane Maria, and have recently been deployed in parts of Africa [41].

**Conclusion and Next Steps**

The era of connected health is upon us, and the range of possibilities for deployment of IoMT devices is growing apace. Near-term expected developments that will impact global health are on the horizon. The ability to track medication shipment, delivery, and activation through smart packaging merely awaits coordination and scale.

For any systems to embed into standard practice in managed health care, they will need to be mindful of human behaviors and align with motivational factors. Groups addressing human factors engineering and studying real-world evidence will play leading roles in this, guided by insights from behavioral psychology including the models outlined by Fogg [42], Maslow [43], and Russell [44].

One can foresee devices that capture and display information changing from merely having a reporting role to having a predictive one with the benefits of artificial intelligence and machine learning trained to the user/patient. Whether data are displayed on a handheld device, through smart glasses, or on surfaces holographically [45], the utility of the data relies on contextual and relational awareness requiring careful design.

One of the early hopes for connected health in the pharmaceutical industry was the concept of the “smart pill,” which could be tracked as it progressed through the gastrointestinal tract to confirm patient medication adherence. Though this remains elusive as a marketed product [46], future developments could be anticipated—for example, highly miniaturized transmitters activated when the drug encounters the low pH of the stomach or the higher pH of the ileum, sending a wireless signature directly to the cloud (or to mist or LPWAN), without the need for a smartphone [47].
Remote Health Monitoring

In addition to confirming medication dosing wirelessly, our effluent streams could become sources for rich connected health information. There is an increasing awareness of the importance of the microbiome and its implications for health and P4 medicine [48]. To capitalize on this knowledge, a properly designed “smart toilet” could analyze and track components tied to the individual (eg, as a wireless detector for the aforementioned smart pill components postactivation, or as electrochemical sensors that detect microbiota-related degradation products). There are also a number of urinalysis diagnostic kits available and FDA approved that provide colorimetric analysis for biomarker levels in effluent streams [49]. Examples include metabolites tied to diseased states, with indicator cards imaged using a smartphone and uploaded to the cloud and the diagnostics provider [50]. Such analytical systems could presumably be embedded to allow direct to cloud services from toilets, and could be demonstrated in a use case at assisted living centers. Additional rationale for this approach stems from very recent screening of effluents by regional health authorities to track SARS-CoV-2 viral spread [51].

Another possibility of direct to cloud services could be systems modeled after unmanned pop-up health clinics. Originally trialed in the United States [52,53], they have become widely adopted in China, where they were introduced to address the scale of services needed in heavily populated urban areas [54]. Biometric verification at the patient level could allow access to services through LPWAN—for example, dispensing medications, or depositing a biological sample that does not require blood draw (sweat, tears, saliva). The facility could then analyze data locally and upload to the cloud, alerting health care providers if the need for intervention arises, or confirming medication adherence for payers.

Such systems would also prove useful in the identification, tracking, and control of pandemics [51,55]. Both HIV and COVID-19 have had a severe impact in developing nations and such systems may offer a cost-effective method to provide needed services in remote areas [56]. It should also be noted that BTM applications will likely develop alongside current digital health technologies and the many groundbreaking benefits they have provided for chronic care and emergency management [57]. The possibilities are wide ranging (Figure 3) and it will be incumbent on the global health community to create solutions that will have lasting impact over time. Think locally but act globally may become a mantra for this challenge.

Figure 3. Potential utilization of Beyond the Mobile technologies in global health care. EMR: electronic medical record.

<table>
<thead>
<tr>
<th>Patient Treatment</th>
<th>Patient Security</th>
<th>Patient Emergencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Behavioral support</td>
<td>• Patient ID &amp; EMR</td>
<td>• First responder events</td>
</tr>
<tr>
<td>• Adherence tracking</td>
<td>• Smart deliveries</td>
<td>• Vital signs alerts</td>
</tr>
<tr>
<td>• Remote diagnostics</td>
<td>• Anticounterfeiting</td>
<td>• Pandemic monitoring</td>
</tr>
</tbody>
</table>
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Abstract

Background: Lung cancer is the world’s leading cause of cancer deaths, and diagnosis remains challenging. Lung cancer starts as small nodules; early and accurate diagnosis allows timely surgical resection of malignant nodules while avoiding unnecessary surgery in patients with benign nodules.

Objective: The Cole relaxation frequency (CRF) is a derived electrical bioimpedance signature, which may be utilized to distinguish cancerous tissues from normal tissues.

Methods: Human testing ex vivo was conducted with NoduleScan in freshly resected lung tissue from 30 volunteer patients undergoing resection for nonsmall cell lung cancer. The CRF of the tumor and the distant normal lung tissue relative to the tumor were compared to histopathology specimens to establish a potential algorithm for point-of-care diagnosis. For animal testing in vivo, 20 mice were implanted with xenograft human lung cancer tumor cells injected subcutaneously into the right flank of each mouse. Spectral impedance measurements were taken on the tumors on live animals transcutaneously and on the tumors after euthanasia. These CRF measurements were compared to healthy mouse lung tissue. For porcine lung testing ex vivo, porcine lungs were received with the trachea. After removal of the vocal box, a ventilator was attached to pressurize the lung and simulate breathing. At different locations of the lobes, the lung’s surface was cut to produce a pocket that could accommodate tumors obtained from in vivo animal testing. The tumors were placed in the subsurface of the lung, and the electrode was placed on top of the lung surface directly over the tumor but with lung tissue between the tumor and the electrode. Spectral impedance measurements were taken when the lungs were in the deflated state, inflated state, and also during the inflation-deflation process to simulate breathing.

Results: Among 60 specimens evaluated in 30 patients, NoduleScan allowed ready discrimination in patients with clear separation of CRF in tumor and distant normal tissue with a high degree of sensitivity (97%) and specificity (87%). In the 25 xenograft small animal model specimens measured, the CRF aligns with the separation observed in the human in vivo measurements. The CRF was successfully measured of tumors implanted into ex vivo porcine lungs, and CRF measurements aligned with previous tests for pressurized and unpressurized lungs.

Conclusions: As previously shown in breast tissue, CRF in the range of 1kHz-10MHz was able to distinguish nonsmall cell lung cancer versus normal tissue. Further, as evidenced by in vivo small animal studies, perfused tumors have the same CRF signature as shown in breast tissue and human ex vivo testing. Inflation and deflation of the lung have no effect on the CRF signature. With additional development, CRF derived from spectral impedance measurements may permit point-of-care diagnosis guiding surgical resection.

(JMIR Biomed Eng 2022;7(1):e35346) doi:10.2196/35346

https://biomedeng.jmir.org/2022/1/e35346
**Introduction**

**Background**

Lung cancer is the cause of 20% of all cancer-related deaths globally and is the most commonly diagnosed cancer worldwide, representing 13% of all cancer diagnoses. Globally it is estimated that lung cancer accounts for 2 million cases per year and 1.7 million deaths per year [1]. The economic health burden of lung cancer is estimated to be 1.5% of the world's gross domestic product, approximately 1.2 trillion dollars [2].

The diagnosis of lung cancer begins with the detection of pulmonary nodules or masses using chest X-rays and low-dose computed tomography (CT) technologies. Nodules and/or masses appear in 1 out of every 500 chest X-rays, and only about 40% are cancerous [3]. These nodules usually develop in the deep periphery of the lung, requiring navigation to branching airway structures to reach them. The nonsurgical gold standard technique to differentiate benign from malignant pulmonary nodules is either a transthoracic needle biopsy or bronchoscopy biopsies [4]. These techniques report a diagnostic accuracy below 78% and 60%, respectively, with decreasing sensitivity for smaller nodules [4,5]. Consequently, when small nodules (<1 cm) are detected, they are typically monitored for 3 to 6 months and are pursued upon growth. More advanced technologies that can detect cancer accurately in small malignant lung nodules can help achieve early diagnosis and prompt treatment, which is critical to lung cancer survival. In recent years low-dose CT screening was shown to reduce lung cancer mortality by shifting cancer detection from symptomatic late-stage cancers to early-stage cancers, supported by the National Lung Screening Trial and the NELSON trial [6]. The relative survival rate for cancerous nodules is about 50% after 5 years, rising to 80% if the nodule is first diagnosed at a diameter of 1 cm or less [3]. In this paper, the authors propose a novel technology, NoduleScan, that provides an accurate diagnosis of cancerous lung nodules via an electrical assessment of the tissue. The accuracy of NoduleScan will be tested by comparing the outcomes (cancerous vs noncancerous) obtained with the new technology to the results of the pathology report on 3 different tissues: (1) human lung tumors from 30 patients (human lung testing ex vivo); (2) A549 human lung tumor xenograft grown on mouse model and noncancerous lung tissue from the same mouse model, tested both in vivo, to include the effect of perfusion, and ex vivo (animal testing); and (3) healthy ventilated porcine lungs with A549 cancerous nodules insertion to include the effect of breathing and to demonstrate detection sensitivity (porcine lung testing). We hypothesized that NoduleScan would discern between cancerous and noncancerous, as was previously shown in breast and skin [7-9].

**NoduleScan Technology**

**Bioimpedance Modeling for Cancer Detection**

The characterization of the bioelectrical properties of tissues is often achieved using electrical circuits models, which attempt to describe in electrical terms the frequency-dependent behavior of ion movement within the extracellular and intracellular media and across the cellular membrane, as well as membrane polarization effects. The Cole-Cole impedance model (Figure 1) is often used to describe the impedance behavior of biological tissue [10].

![Figure 1. Equivalent circuit model. CPE: constant phase element.](image-url)

In this representation, the constant phase element (CPE) is an empirical circuit element purely devised to describe polarization phenomena as a result of system inhomogeneity:

\[ C = C_{0} \alpha \]

where \( C_{0} \) is a pseudo-capacitance, and \( \alpha \) is its order (0<\( \alpha \)<1).

The Cole-Cole equation (2) derives in principle from the CPE model, specifically when describing impedance behavior of biological tissue as

\[ R_{\infty} - R_{0} \]

Where \( \tau = \frac{1}{2\pi f_{c}} \) is the relaxation constant, \( C_{\alpha} = C_{0} \alpha \), and \( f_{c} \) is the Cole relaxation frequency (CRF) [11].

The fundamental parameters \((R_{0}, R_{\infty}, f_{c})\) can be used to describe and characterize the bioimpedance behavior of a tissue. Although these parameters do not necessarily describe the physical mechanisms involved in the impedance measurement, in the literature, \( R_{0} \) and \( R_{\infty} \) have been associated with the...
extracellular medium and fluids, while $\alpha$ and $C_\alpha$ with membrane polarization and ionic permeability [12-14]. Accordingly, we have found that only the CRF might be sufficient to discriminate between cancerous and noncancerous tissue in the frequency range from $10^3$ Hz to $10^7$ Hz, often referred to as the $\beta$ dispersion region, where cellular membranes have the strongest frequency response [8]. This enhanced dispersion sensitivity of the cellular membrane in the $\beta$ region might provide the physiological interpretation of why the differential membrane polarization and ionic permeability between healthy and cancerous cells in a given tissue result in distinct impedance signatures, and more particularly of CRF values [15].

Recently, it has been demonstrated in a cohort of 373 patients that a single parameter, CRF, can be used to detect breast cancer with sensitivity and specificity of 95% and 87%, respectively [8]. Similarly, CRF has been used to identify skin cancer with sensitivity and specificity of 100% and 90%, respectively [7,9]. In the same way, the CFR parameter will be used in the present study as a biomarker for lung cancer detection, based on impedance spectroscopy in the $\beta$ frequency range [15].

**NoduleScan Device Used for Testing**

The CRF measurements are obtained using a tetrapolar electrode system, as shown in Figure 2. The 4 electrodes are prepared by electroplating platinum black (PtBlk), which results in nonpolarizable electrode surfaces suitable for bioimpedance measurement of tissue. An electrolytic gel [16] is used to provide an electrical coupling between the electrodes and the tissue. When in contact with the tissue, a spectral impedance measurement is recorded at discrete frequencies (32 frequencies per decade) in the $\beta$ frequency region. In this tetrapolar configuration, the two outer electrodes are the stimulating electrodes that drive a current through the tissue by applying a $1\text{V}_{\text{rms}}$ voltage, while the two inner electrodes are used to measure the voltage differential. Amplitude and phase of complex bioelectrical impedance are then calculated from the ratio of the voltage differential to the current. The impedance measurement is repeated for each discrete frequency in the $\beta$ frequency range. Our testing apparatus is optimized to have the highest fidelity in the $2\times10^3\text{Hz}$-$1\times10^7\text{Hz}$ frequency range.

**Figure 2.** Photograph and dimensions of measuring electrodes.

**Analysis of Impedance Data**

The raw impedance data is analyzed through the following steps.

1. Remove parasitic resistance-capacitance artifacts coming from the reactive circuit elements in the probe and the cable.
2. Nyquist path analysis of data for initial determination of cancer
3. Find $\alpha$ and $f_c$ values that result in the highest correlation between the impedance formula in equation (1) and the data.
   - If the CRF value ($f_c$) is in the range of $10^5$ Hz-$2.1 \times 10^6$ Hz (defined as the cancerous range) [8], then the scan is characterized as “cancer,” otherwise “no cancer.”
   - If there is no CRF value ($f_c$) present, then the scan is characterized as “no cancer,” solely based on Nyquist path analysis results.

4. Typically, multiple scans are taken from each sample at slightly different locations. If at least one scan is cancer, then the sample is characterized as “cancer.” Otherwise, if all scans from a sample are “no cancer,” then the sample is characterized as “no cancer.”

As an example of the application of the NoduleScan technology, Figure 3 shows the imaginary component of complex impedance computed for two specimens obtained from a mouse model. The plots show the imaginary component of measured impedance following removal of parasitic capacitance components. Figure 3A shows the impedance response of an A549 tumor grown on a mouse, which was confirmed to be “cancer” via pathology. For this sample, our scans detected clear peaks at about $6\times10^5$ Hz, categorizing it as “cancer.” Figure 3B shows the impedance response of a healthy lung sample extracted from the same mouse, which was confirmed to be “no cancer” via pathology. For this sample, no peaks could be detected in the cancer range; hence the sample was categorized as “no cancer.” Figure 4 shows the Nyquist path plots of the same data set in Figure 3 for data points in the cancer frequency range of $1\times10^5$-$2.1\times10^6$ Hz. Cancer scans tend to have a concave arch shape, as suggested by the Cole function (Eq.1 and is the basis for initial cancer/no cancer classification in Step 2.
**Figure 3.** Sample of spectral impedance measurements obtained from mouse model tests. Multiple curves represent repeated measurements of the same tissue in slightly different locations. (a) A549 tumor extracted from mouse (b) normal lung tissue extracted from mouse.

**Figure 4.** Nyquist path plot, which shows the imaginary part of measured impedance vs the real part for data obtained from mouse model tests, for frequencies in the cancer range $1\times10^5$ Hz - $2.1\times10^5$ Hz.

**Methods**

**Human Lung Testing Ex Vivo**

Patients (n=30) were recruited by informed consent from the partner Aurora St. Luke’s Medical Center in Milwaukee, Wisconsin, under the approval from WCG IRB (study number: 1264221). Research subjects were recruited from patients at any site within the Aurora Healthcare system, who had a diagnosis of nonsmall cell lung carcinoma (NSCLC) with tumor size >1.4 cm, and were elected for a surgical wedge...
segmentectomy or lobectomy procedure with or without lymph node dissection.

- **Study population:** Adult men and women presenting with a diagnosis of NSCLC who were candidates for wedge resection or anatomic resection, or thoracic nodal dissection.
- **Inclusion criteria:** Adult male and female patients, 18 years of age or greater, with a biopsy-proven diagnosis of lung cancer and who are scheduled for a wedge resection or anatomic resection. Preoperative diagnosis is NSCLC that may include the following: invasive carcinoma, squamous cell carcinoma, or adenocarcinoma for those patients scheduled for surgical excision of tissue.
- **Exclusion criteria:** Patients who refuse consent for the study of their excised tissue, patients with a diagnosis of small cell lung cancer, patients with a diagnosis of NSCLC who underwent induction therapy with either chemotherapy or radiation, and patients who are not candidates for surgical resection.

Research subjects were preoperatively consented to by the surgeon and Aurora research coordinator. The patient then underwent a lobectomy or segmentectomy as per standard of care, and the excisions were bisected. The authors collaborated with the pathology staff to select tissue from two sites for each patient: a piece from the suspected cancerous region and a piece from noncancerous tissue at least 5 cm away from the suspected tumor site. CRF measurements were performed by placing the electrode in different positions on each tissue sample (tumor and away-from-tumor). Once spectral impedance scanning was completed (multiple scans for both tumor and away-from-tumor pieces), the tissue samples were returned to the pathology staff for immediate processing and histological evaluation.

**Animal Testing**

**Overview**

With encouraging results from the human ex-vivo lung assessment, we pursued answering questions on the ability to discern between cancer and noncancer in perfused tissue. Twenty mice were inoculated with an NSCLC line, and all survived to full tumor growth. CRF measurements were taken on tumors through the skin with a live animal, with the tumor exposed after euthanizing the animal, and subsequently, the tumor itself was excised and measured. These results were compared to measurements on the excised healthy lung tissue from the same mouse.

Bagg Albino inbred nude mice BALB/c NU/NU (n=25) were implanted with tumor cells that were grown in culture (A549 lung sarcoma cells obtained from American Type Culture Collection, ATCC: CCL-185). These A549 cells (2 x 106 cells in approximately 100 µL sterile PBS) were injected subcutaneously into the right flank of each mouse.

Animals with tumor sizes between 0.1 cm$^3$ to 1.0 cm$^3$ were utilized in this study. Tumor measurements were monitored twice weekly until termination. Tumor size was calculated using the formula: $\text{volume} = \frac{1}{2} \times \text{Length} \times \text{Width}^2$.

Animal testing was performed at the University of Illinois (UIC) Toxicology Research Laboratory (TRL). The protocol for the study was approved by the UIC Office of Animal Care and Institutional Biosafety (approval number: 20-147).

**Spectral Impedance Measurements**

1. **Impedance measurements on tumors with skin intact on live mice:** CRF was measured on live mice on the surface of the intact skin at the tumor site. The live mice were held steady by the nape of their neck and tail, and measurements were taken on the tumor site holding the electrodes in place. Upon completion of this test, the mice were euthanized.

2. **Impedance measurements on dead mice with exposed tumor:** The tumor site was exposed by cutting a flap from the posterior end of the mouse, extending anteriorly until the entirety of the tumor was accessible. The measurement electrode was then placed directly on the exposed tumor, and multiple spectral impedance scans were recorded.

3. **Impedance measurements on ex vivo tumor:** The tumor was excised in its entirety from the animal and bisected. The sliced faces of the tumor pieces were then placed on the measurement electrode one by one, and spectral impedance scans were taken from each piece. One piece was sent to histology for evaluation.

4. **Impedance measurements on noncancerous excised mice lung:** The lungs (noncancerous tissue) were excised from the animal and sliced so that the interior faces were exposed. Spectral impedance measurement scans were recorded. One piece was sent to histology for evaluation.

**Porcine Lung Testing**

**Overview**

Two healthy porcine lungs were received within 24 to 26 hours of euthanization with the trachea and vocal cords intact and shipped to the research facility overnight at a constant temperature of 4°C. The vocal cords were cut out, and a manual ventilator was attached and secured tightly in place. The lungs were inflated and deflated using the ventilator, and the applied pressure was measured using a gauge.

Separately, 5 human lung tumors (A549 cell line) were grown in 5 separate mice following the procedure in the murine xenograft cancer method discussed earlier. Following tumor inoculation in mice, tumor size was monitored regularly. Once tumor size exceeded 500 mm$^3$, the mouse was euthanized, and the tumor was excised and bisected. Consequently, each bisected piece size was greater than 250 mm$^3$ on average and ready to be inserted in the porcine lung tissue in order to undergo spectral measurements during simulated breathing.

**Spectral Impedance Measurements**

1. **Impedance measurements on ex vivo tumor:** Spectral impedance measurements were recorded on A549 tumors immediately after excision and bisection. The measurements were done ex vivo on the inner bisected surface of the tumors. One bisected piece was placed in 10% formalin and sent to a histology laboratory for evaluation.

2. **Impedance measurements on healthy porcine lung tissue:** Spectral impedance measurements were performed on porcine lungs when the lung was deflated. Subsequently, the lung was pressurized to 20 mmHg and kept at an inflated state.
state with constant pressure. Lastly, the air was slowly released to deflate the lung at a rate of <1 mmHg per second. During the deflation process, multiple spectral impedance scans were performed.

3. Impedance measurements on porcine lung with inserted tumor: A flap was created on the lung to expose the underlying subsurface lung tissue by cutting the outermost pleural layer of the lung. The flap tissue was cut to a width that matched the size of the A549 tumor previously excised from the mouse in order to ensure the tumor fit in the lung subsurface. The thickness of the flap was measured and recorded using a caliper; the target cut tissue thickness was <300 microns. The bisected A549 tumors were placed in the created lung subsurface with the flap covering the tumor. Measurements were taken on the surface of the lung at the tumor location, with the lungs in an inflated and deflated state. This was repeated for each of the tumor samples. Saline solution was applied to the lungs every 15 min during the studies to maintain tissue hydration.

Results

Human Lung Testing Outcomes

Patients’ demographic and tumor characteristics are presented in Table 1.

Table 1. Patients’ demographic and tumor characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>No. of patients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient age group (54-85 years)</td>
<td>30</td>
</tr>
<tr>
<td>Males</td>
<td>16</td>
</tr>
<tr>
<td>Females</td>
<td>14</td>
</tr>
<tr>
<td>Adenocarcinoma</td>
<td>21</td>
</tr>
<tr>
<td>Squamous Cell Carcinoma</td>
<td>9</td>
</tr>
<tr>
<td>pN0</td>
<td>27</td>
</tr>
<tr>
<td>pN2</td>
<td>3</td>
</tr>
<tr>
<td>ypT0</td>
<td>1</td>
</tr>
<tr>
<td>pT1a</td>
<td>0</td>
</tr>
<tr>
<td>pT1b</td>
<td>7</td>
</tr>
<tr>
<td>pT1c</td>
<td>7</td>
</tr>
<tr>
<td>mpT1c</td>
<td>1</td>
</tr>
<tr>
<td>pT2</td>
<td>1</td>
</tr>
<tr>
<td>pT2a</td>
<td>4</td>
</tr>
<tr>
<td>mpT2a</td>
<td>1</td>
</tr>
<tr>
<td>pT2b</td>
<td>3</td>
</tr>
<tr>
<td>pT3</td>
<td>3</td>
</tr>
<tr>
<td>pT4</td>
<td>2</td>
</tr>
</tbody>
</table>

The maximum tumor size presented was 7.5 cm. Per the protocol, subjects with tumor sizes larger than 1.4 cm were included in the study. The mean size of the tumors was 3.22 cm and median 3.0 cm, with a standard deviation of 1.47 cm. Figure 5 top plot shows a histogram of CRF values cancerous tumor samples, as determined by pathology. The bottom plot shows the CRF measurements determined to be healthy tissue by the pathologist. Note that multiple scans were taken per sample. When cancer scans are present, a sample is categorized as “cancer,” and below threshold scans are ignored. The data points in the histogram represent the log-mean of measured CRF values.

Cancerous regions for CRF values (1×10^5 Hz-2.1×10^6 Hz) were compared to the pathology report for cancerous tissue. One tumor sample (confirmed to be “cancer” via pathology) did not yield a CRF value in the cancerous frequency range, resulting in a false negative. We found CRF values in the cancerous range for three ‘normal’ tissue specimens (confirmed to be “no cancer” via pathology) that were at least 5 cm away from the tumor lesion, resulting in false positives. The overall sensitivity and specificity values (combined tumor and distant tumor tissue) are 97% and 87%, respectively. The positive predictive value is 88%, and the negative predictive value is 96%. Results are summarized in Table 2.
Figure 5. Histogram of Cole relaxation frequency (CRF) measurements from human lung samples.

Table 2. Sensitivity and specificity of human lung testing.

<table>
<thead>
<tr>
<th></th>
<th>Pathology outcome tumor tissue</th>
<th>Pathology outcome distant tissue (normal)</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cancer</td>
<td>No cancer</td>
<td>Cancer</td>
</tr>
<tr>
<td>CRF\textsuperscript{a} DX\textsuperscript{b}</td>
<td>28</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>No Cancer</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

\textsuperscript{a}CRF: Cole relaxation frequency.
\textsuperscript{b}DX: diagnosis.

Mouse Model Testing

- Tumor growth: Tumor height and diameter were measured for each mouse in regular time intervals following inoculation. The eventual tumor sizes had a mean of 432 mm\textsuperscript{3} and a standard deviation of 222 mm\textsuperscript{3}.

- Impedance measurements on tumors with skin intact on live mice: CRF peaks were detected in the cancer range for all samples confirmed as tumors from the pathology report. The median CRF value was determined to be 3.11\times10^{5} Hz. In some samples, multiple distinct CRF peaks can be observed—a phenomenon reported earlier in the literature.
In tumor samples, we typically observed a primary CRF in the higher frequency range, the cancerous range, and a secondary CRF value in the lower frequency range. These secondary CRF values correspond to noncancerous tissue. The presence of noncancerous CRF measurements and cancerous CRF measurements reflect the heterogeneity of lung cancer [17].

- **Impedance measurements on dead mice with exposed tumor**: Impedance measurements were recorded on various spots on the exposed tumor. The median CRF value was determined to be $4.36 \times 10^5$ Hz.

- **Impedance measurements on extracted tumor**: Measurements of the sliced tumor were similar to those of the exposed tumor. The median CRF value of sliced tumors was determined to be $8.32 \times 10^5$ Hz. All histology data confirmed that the tissue pieces were cancerous. This offers a direct comparison of the CRF curves for tumor and no-tumor cases. A comparison of CRF frequency histograms for tumor slices and lung slices is provided in Figure 6 below. The horizontal axis represents the base 10 logarithms of frequency (Hz) values. The histograms are formed using CRF values from live mice, exposed tumor, extracted tumor, and extracted lung (healthy tissue). Typically, 3-4 scans are taken from each sample. When cancer scans are present, a sample is categorized as “cancer,” and below threshold scans are ignored. The data points in the histogram represent the log-mean of measured CRF values.

The analysis reveals that all the CRF measurements for lung slices (no-tumor sample) are below the decision threshold of $1 \times 10^5$ Hz, with a median CRF frequency of $9.68 \times 10^3$ Hz. On the other hand, most of the CRF peaks for tumor slices samples are above the decision threshold, with a median CRF frequency of $8.28 \times 10^5$ Hz.

In Table 3, we show the comparison of pathologist outcome of tumor samples compared to CRF scans and healthy lung tissue compared to CRF measurements. For the 10 samples analyzed, the outcomes corresponded to 100% sensitivity, 100% specificity, and 100% positive predictive value and negative predictive value.

**Figure 6.** Histogram of Cole relaxation frequency (CRF) measurements of A549 tumors grown on mice.
Table 3. Sensitivity and specificity of mouse model testing.

<table>
<thead>
<tr>
<th>Pathology outcome tumor tissue</th>
<th>Normal lung tissue (no cancer)</th>
<th>Pathology outcome overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer</td>
<td>No cancer</td>
<td>Cancer</td>
</tr>
<tr>
<td>CRF</td>
<td>DX</td>
<td>No cancer</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
</tbody>
</table>

aCRF: Cole relaxation frequency.
bDX: diagnosis.

Porcine Lung Testing

Impact of Simulated Breathing on CRF Values

To understand the impact of simulated breathing, in Figure 7, we compare the histograms for deflated, inflated, and during simulated breathing cases. Data include subsurface (electrode on flap) and subsurface (electrode on tumor) cases combined. A no CRF peak measured is classified as noncancer. There is a shift in the log-mean of CRF peak frequencies among simulated breathing scenarios (deflated/inflated/during) and is within 0.05 log cycles. There is a smaller amount of CRF measurements in the no cancer range resulting in limited information in histogram plots.

Figure 7. Histograms of Cole relaxation frequency (CRF) data for (A) Tumor Only, (B) Deflated, (C) Inflated, and (D) During Simulated Breathing cases.
Discussion

Principal Findings

We set out to test a novel technology, NoduleScan, to provide a diagnosis of cancerous lung nodules via an electrical assessment of the tissue. Further, we have shown that the diagnosis of cancerous and noncancerous tissue is in line with those seen in breast tissue and skin tissue [7-9].

We have shown that ex vivo CRF measurements of excised human lung cancerous nodules can differentiate cancerous and noncancerous tumors with a sensitivity of 97% and specificity of 87%.

In xenograft mouse models, tumor growth was found to be in agreement with published literature on mice inoculated with the same amount of A549 cells [18]. A549 lung sarcoma tumors grown in mice exhibit the same distinction in CRF values as ex vivo lung tissues and those of previously reported breast and skin tissue. The measurements remain the same when measured in vivo through the skin, with the skin opened tumor exposed and tumor excised. There was no difference in CRF measurements with the tumor perfused or not perfused. When the tumor measurements, confirmed to be cancerous by a pathological examination, were compared to the healthy lung tissue of the sacrificed mouse, the sensitivity and specificity were 100%.

Clear separation of CRF distributions, as shown in Figure 6, demonstrates that CRF is a viable parameter to identify the presence of cancer. Cancer determination is done through multiple scans from the same tissue sample. For each of these below-threshold primary peaks, there was at least one other scan from the same tissue that exhibited cancer-range CRF frequency, hence correctly classifying the sample as “cancer.”

CRF values could be detected and remained relatively unchanged during simulated breathing. CRF values are in the same ranges as shown in ex vivo human tumor tests, xenograft mice, and previously demonstrated breast and skin tissues.

Conclusions

Patients of Interest

Table 2 shows a pathological assessment of a suspect lesion as noncancerous and, secondarily, a normal tissue assessment mechanism to identify both cancerous and benign nodules. This provides a diagnosis of cancerous lung nodules via an electrical assessment of the tissue. Further, learning to interpret CRF measurements, while the physician does need to interpret, is straightforward and not nearly as subjective as interpreting confocal microscopy measurements, for example.

As a Surgical Tool for Assessing Clear Margins

The aim of surgical therapy for the treatment of lung cancer is to excise malignant tumors with clear margins meaning cancer cells are not present at the divided edge of the tissue that was removed [19]. The definition of an adequate margin width is loosely defined as 2 cm or the same as the diameter of the tumor. The tenet that a positive margin (cancer cells present at the cut edge of the excised tissue) results in an increased incidence of cancer recurrence is widely accepted. A “positive” margin is, in a sense, a surrogate for residual tumor, and those patients have been shown to have an increased risk of local recurrence and mortality [19-21].

Pathology evaluation of margins involves sampling the edges of tissue from all cut faces of the excised specimen. It’s impractical for a pathologist to microscopically examine the entire margin in a specimen. The technology presented allows for electrodes to be embedded on a handheld or robotic surgical tool allowing the surgeon to assess the margin quickly and effectively in the operating theater. In circumstances of a positive margin, adjuvant therapy can be implemented to help eliminate residual local disease [20]. Classification of tumors as microscopically positive (R1) versus tumors with margins grossly involved by tumor (R2) could be impacted by such a point-of-care analysis of a specimen [20,22-27].

As a Tool for Collecting Efficient Biopsies

Nondiagnostic rates for biopsies in CT-guided needle biopsies are reported to be 27.6%. Nodules presented smaller than 1 cm have a 40% nondiagnostic rate [28]. One out of 4 biopsies is inefficient, exposing the patient to complications and risk. The electrodes in the system demonstrated herein can be miniaturized and can fit within a 2 mm orifice of the bronchoscope or on the surface of a biopsy needle. Being able to have a device that can give an indication of malignancy without having to directly sample the tissue would give this process a much higher yield as some of those nondiagnostic samples could also come with a CRF that demonstrates the nodule is malignant. The electrodes can be spaced to assess the entirety of a nodule allowing to compensate for the heterogeneity of the nodule. The measurement can provide an accurate, real-time answer on the presence of cancer. Lesions that were previously difficult to locate from the airway in real time can be easily located as the technology can visualize macroscopically from the airway and identify both cancerous and benign nodules. This provides a precise periprocedural intralesional assessment mechanism to confirm the location of cancerous cells within a lesion.

Lymph Node Assessment

Lymph node status can often influence the decision to proceed with surgery first or induction chemotherapy (N2 nodes). Further, an N3 lymph node will influence the decision of whether or not surgical resection is indicated at all. These nodes can be assessed either by mediastinoscopy before a planned resection or during the planned resection but before the resection.
itself has taken place. Real-time nodal assessment with the elimination of the time and resource-intensive frozen pathologic analytical process and its inherent uncertainties would be invaluable in these circumstances.

**Residual Tumor**

There are situations where a patient receives induction chemotherapy and/or radiation therapy followed by surgical resection. This involves 5% to 10% of lung cancer patients but a much larger proportion of esophageal cancer patients. Sometimes their preoperative induction therapy results in complete pathologic response (CPR), in which no viable tumor is detected via pathologic evaluation. Measuring a CRF in this patient population could potentially significantly impact this assessment. In the setting of a CPR, a positive CRF might put that designation into question and have some implications as to recurrence risk. Similarly, in patients who are treated with definitive chemoradiation therapy who are not surgical candidates and are under post-treatment surveillance, the ability to assess the treatment area with a CRF could potentially lead to earlier detection of recurrence. Furthermore, this could prove valuable if a local endoscopic resection margin is uncertain.
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Abstract

Background: Many commodity pulse oximeters are insufficiently calibrated for patients with darker skin. We demonstrate a quantitative measurement of this disparity in peripheral blood oxygen saturation (SpO₂) with a controlled experiment. To mitigate this, we present OptoBeat, an ultra–low-cost smartphone-based optical sensing system that captures SpO₂ and heart rate while calibrating for differences in skin tone. Our sensing system can be constructed from commodity components and 3D-printed clips for approximately US $1. In our experiments, we demonstrate the efficacy of the OptoBeat system, which can measure SpO₂ within 1% of the ground truth in levels as low as 75%.

Objective: The objective of this work is to test the following hypotheses and implement an ultra–low-cost smartphone adapter to measure SpO₂: skin tone has a significant effect on pulse oximeter measurements (hypothesis 1), images of skin tone can be used to calibrate pulse oximeter error (hypothesis 2), and SpO₂ can be measured with a smartphone camera using the screen as a light source (hypothesis 3).

Methods: Synthetic skin with the same optical properties as human skin was used in ex vivo experiments. A skin tone scale was placed in images for calibration and ground truth. To achieve a wide range of SpO₂ for measurement, we reoxygenated sheep blood and pumped it through synthetic arteries. A custom optical system was connected from the smartphone screen (flashing red and blue) to the analyte and into the phone’s camera for measurement.

Results: The 3 skin tones were accurately classified according to the Fitzpatrick scale as types 2, 3, and 5. Classification was performed using the Euclidean distance between the measured red, green, and blue values. Traditional pulse oximeter measurements (n=2000) showed significant differences between skin tones in both alternating current and direct current measurements using ANOVA (direct current: $F_{2,5997}=3.1170 \times 10^5$, $P<.01$; alternating current: $F_{2,5997}=8.07 \times 10^6$, $P<.01$). Continuous SpO₂ measurements (n=400; 10-second samples, 67 minutes total) from 95% to 75% were captured using OptoBeat in an ex vivo experiment. The accuracy was measured to be within 1% of the ground truth via quadratic support vector machine regression and 10-fold cross-validation ($R^2=0.97$, root mean square error=0.7, mean square error=0.49, and mean absolute error=0.5). In the human-participant proof-of-concept experiment (N=3; samples=3 × N, duration=20-30 seconds per sample), SpO₂ measurements were accurate to within 0.5% of the ground truth, and pulse rate measurements were accurate to within 1.7% of the ground truth.
Conclusions: In this work, we demonstrate that skin tone has a significant effect on \( \text{SpO}_2 \) measurements and the design and evaluation of OptoBeat. The ultra-low-cost OptoBeat system enables smartphones to classify skin tone for calibration, reliably measure \( \text{SpO}_2 \) as low as 75\%, and normalize to avoid skin tone–based bias.

*(JMIR Biomed Eng 2022;7(1):e34934) doi:10.2196/34934*
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**Introduction**

**Background**

The measurement of blood oxygenation is necessary in acute medical emergencies and useful for tracking physical fitness [1] and shortening recovery times [2]. Blood oxygen saturation is an essential physiological signal that can be measured noninvasively optically or invasively via blood gas measurements. Peripheral blood oxygen saturation (\( \text{SpO}_2 \)) measures the ratio of oxygen-saturated hemoglobin in the blood to hemoglobin not saturated with oxygen. Oxygen saturation levels <90\% can result in a variety of symptoms and adverse health conditions.

Researchers have persistently documented how common pulse oximeters overestimate blood oxygen levels in patients with darker skin tones [3-6]. Commercial devices consistently overestimate oxygen saturation by as much as 2\%, which could result in mistreated hypoxia or inadequate treatment. This paper focuses on the development of an ultra–low-cost, novel method for the measurement of \( \text{SpO}_2 \) that can be calibrated according to an individual’s skin tone using a smartphone.

The COVID-19 pandemic has resulted in acute global shortages of necessary medical supplies, including pulse oximeters [7]. The “Silent Hypoxia” of patients with COVID-19 [8] increased the necessity for regular screening of blood oxygen levels, thus greatly increasing the demand for cheap and easily manufacturable pulse oximeters. Disruptions in supply chains were persistent [9], particularly in the silicon and chip markets [10] necessary for the construction of many medical devices. Our method makes regular pulse oximetry screenings possible for billions of pre-existing smartphone owners at a fraction of the cost of consumer pulse oximeters. Using a phone’s screen and camera to measure the divergent absorption rates of blue and red light in hemoglobin, we can measure blood oxygen levels without any additional electronics. The system can be made using approximately US $1 of commodity plastics and a plastic ear clip, which can be easily 3D-printed or cheaply manufactured at scale.

The proliferation of smartphones over the past decade provides a platform upon which a variety of health apps can be built. The combination of high-quality sensors, increasingly powerful mobile computation, and internet connectivity enables the creation of medical sensing systems that already live in billions of users’ pockets. More than 1 million mobile health apps are available on major mobile platforms [11]. This work builds on the subset of methods that use mobile phones to cheaply monitor and measure cardiovascular health. Using the camera built into most smartphones, we can calibrate for variance in skin tone that is not sufficiently captured by commodity pulse oximeters.

In this paper, we introduce the equity-driven design of OptoBeat, a novel, ultra–low-cost smartphone-based pulse oximeter. OptoBeat can determine a coefficient to normalize pulse oximetry readings for differences in skin tone. OptoBeat can measure \( \text{SpO}_2 \) within 1\% accuracy of the gold standard. We validated OptoBeat in blood oxygen levels that ranged from healthy (95\%-100\%) to critical (as low as 75\%), corresponding to hypoxia. In this paper, we prove the following three hypotheses: (1) skin tone has a significant effect on pulse oximeter measurements (hypothesis 1), (2) images of skin tone can be used to calibrate for pulse oximeter error (hypothesis 2), and (3) \( \text{SpO}_2 \) can be measured with a smartphone camera using the screen as a light source (hypothesis 3).

Through quantitative analysis, we demonstrate how skin tone affects pulse oximeters. We show that the unilateral effect of skin tone not only decreases the signal to noise ratio but also affects the ratio of ratios between the 2 sources, which is used to calculate \( \text{SpO}_2 \). We further demonstrate how this can be done with a smartphone and describe the design, development, and testing of an ultra–low-cost smartphone-based pulse oximeter. OptoBeat enables blood oxygen saturation monitoring by augmenting the smartphone’s camera system, focusing the light source, and leveraging extant computing capacity. With this system, we can use a skin tone measurement to adjust the ratios of the 2 source frequencies transmitted through the skin to calibrate the measurement of blood oxygen for a more accurate reading.

Specifically, we present the following contributions: (1) an experiment and quantitative analysis of how skin tone affects traditional pulse oximeters and a demonstration of how this can be remedied; (2) the design of the OptoBeat optical sensing system and an experiment to validate the theory behind our design; and (3) the design, execution, and results from an ex vivo experiment that validates the accuracy of pulse oximetry from healthy and critical \( \text{SpO}_2 \) levels against the gold standard and the results of a human-participant experiment to validate the efficacy of the device.

**Prior Work**

**Overview**

Typically, pulse oximeters measure the ratio of oxygenated to deoxygenated hemoglobin through capillaries in the finger, as shown in Figure 1. To capture \( \text{SpO}_2 \), a pulse oximeter uses at
least two different electromagnetic wave sources at different wavelengths—one with a higher transmission in oxygenated hemoglobin and one with a higher transmission in deoxygenated hemoglobin, as shown in Figure 2. The ratio of the 2 wavelengths is used to determine the blood oxygen saturation [12]. Common sources used in commercial pulse oximeters are red light at approximately 660 nm and infrared (IR) light between 880 and 940 nm. This is due to both cost and the characteristics of the waves as larger wavelengths in the visible and near-IR spectrum transmit better through the skin [13].

**Figure 1.** Traditional pulse oximeter design.

![Figure 1](image_url)

**Figure 2.** Absorption spectrum of oxygenated and deoxygenated hemoglobin and common wavelengths used in pulse oximetry. Hb: hemoglobin; HbO$_2$: oxygenated hemoglobin.

**Pulse Oximetry and Skin Tone**

Pulse oximetry measurements using standard commercial hardware can present biases and errors. Signal quality has been shown to decrease and increase with temperature when using finger-based measurements [14]. In the study by Nowara et al [15], the authors analyzed >400 videos of 73 individuals and found significant differences in the signal to noise ratio of those with darker skin tones. Sex is also predictive of errors in pulse oxygen measurements, resulting in higher SpO$_2$ estimates in women [16].

At saturation >80%, errors because of skin tone were not found to be significant; however, “in individuals with darkly pigmented skin, bias of up to 8% was observed at lower saturations” [17]. Anecdotal data showing this disparity have been documented as early as the late 1980s [17-19]. Analyses performed on patients from 2014 to 2015 and in 2020 demonstrated that “Black patients had nearly three times the frequency of acute hypoxemia that was not detected by pulse oximetry as White patients” [20]. Pulse oximeters are calibrated using correlation factors obtained by comparing the device being tested with a direct measurement of arterial hemoglobin saturation. The systematic absence of darker skinned participants during calibration may have resulted in devices optimized for whiter skin tones. Authors of a study stated the following:

*In our 20 yr [sic] of testing pulse oximeter accuracy, and probably in other testing laboratories, the majority of subjects have been light skinned. Most pulse oximeters have probably been calibrated using light-skinned individuals, with the assumption that skin pigment does not matter.* [16]

This is similarly backed up by the 2013 Food and Drug Administration guidance on device calibration, which states that the “study should have subjects with a range of skin pigmentation, including at least 2 darkly pigmented subjects or 15% of your subject pool” [21]. Calibrating devices using only 15% of participants with darker skin is likely an underestimation of the percentage of Americans with higher levels of skin pigmentation [22]. The failures of federal standards and their resultant measurement errors fit within the well-documented ways in which racism is encoded in medical science, research, and treatment [23-25]. The disparities in measurement have become more pressing in the face of COVID-19, a disease in which morbidity disproportionately affects Black people [26] and exhibits an unusual form of silent hypoxemia [27].
Skin tone presents common complications in both dermal and transdermal optical measurements, particularly those in the visible spectrum. To help with this issue, researchers have found it useful to have a reference. One such standard reference is the Fitzpatrick skin tone scale. Although it is not without its own racial limitations [28], we found that it provided sufficient variation for understanding how pulse oximeters can fail in patients with darker skin tones.

Previous work has demonstrated how the Fitzpatrick scale was used to calibrate video-based heart rate monitoring in people with acute hypoxia [1]. Capturing individual differences in skin tone allows for the calibration of measurement bias in ways that are not possible with traditional pulse oximeters.

**Smartphone Pulse Oximetry**

The rapid development of smartphone sensors has enabled the design and implementation of smartphone-based medical and health-sensing systems. Systems that measure cardiac signals and blood composition, including heart rate [29,30], electrocardiogram [31,32], and hemoglobin levels [33], have been developed and deployed.

Various apps have been developed in the past decade for mobile phone–based pulse oximeters [34-37]. Smartphone-based pulse oximeters typically use the phone’s flash as a light source and the rear-facing camera as a receiver. The camera has a red, green, and blue (RGB) filter over each pixel; the captured photoplethysmogram is broken down into blue and red light and then analyzed for SpO₂ [37]. However, the phone’s flash is designed to transmit bursts of bright white light and is not stable, which would require a constant current source driver circuit for the flash’s light-emitting diode (LED). There is a substantial imbalance between red and blue light that must be accounted for. Instability may arise from small shifts in the spectral emission pattern of the LED, the wide-range wavelength captured by the blue filter, and the flash’s power supply [38]. In healthy patients, the performance of these systems [39] is in line with that of clinical pulse oximeters [40]. However, these systems perform poorly in unhealthy patients, particularly when their SpO₂ drops below 95% [40].

Commercial smartphone apps lack detailed information on the underlying algorithms and analyses used [3,41]. Furthermore, these systems are nonconcordant with ground truth measurements and regularly fail to detect hypoxia [42]. Researchers have experimentated with modifying smartphones with optical filters as well, which has shown better results but still does not have sufficient accuracy outside of healthy SpO₂ levels [43].

Alternative smartphone-based systems incorporate an external sensor using the phone as a data hub. Many are standard fingertip-style pulse oximeters [36] with additional communication hardware such as Bluetooth Low Energy or Wi-Fi. Other smartphone-enabled form factors that are commercially available are wrist-worn and ring-based pulse oximeters [44]. Supplemental hardware can increase the accuracy of SpO₂ measurements with costs ranging from US $30 to US $400.

**Theory: Blue Light Pulse Oximetry**

We validated the electromagnetic spectrum emitted by the screen (white, all LEDs at full brightness) using a spectrometer [45]. The center (peak) band of the RGB LEDs in the screen for blue (465 nm) provided the required inverse relationship to hemoglobin that the center band of red (620 nm) has. Theoretically, this means that we can measure blood oxygen saturation with the LEDs built into a phone’s screen.

**Methods**

**Overview**

The OptoBeat system has several components to it, each of which we tested individually in a series of ex vivo experiments. These experiments allowed for control that was otherwise extremely difficult or impossible in a human-participant trial. For example, it would be extremely difficult to isolate skin from other components of the body (ie, blood, bone, and fat) in vivo. It is also dangerous for a healthy individual’s blood oxygen saturation to fall below 95%. To test the range of oxygen saturation required to satisfy the needs of the OptoBeat system, we had to control the full range of blood oxygen saturation required for medical diagnosis. In this section, we describe these experiments in detail as well as the design of the OptoBeat system and how it was used to test our three hypotheses (hypotheses 1-3).

**The OptoBeat Optical System**

The final design consists of three 3D-printed plastic clips, two 3-foot fiber-optic cables, 1 acrylic ball lens, and some rubber bands or O-rings for grip. The total cost is <US $1 to put together individually; if scaled up, it would likely drop in price significantly. Figure 3 shows a cross-sectional diagram of how it all fits together with the smartphone.

Our goal was to focus as much light as possible and then couple the system with fiber-optic cables to maintain signal strength and block ambient light from entering the source (screen) or the receiver (camera). We evaluated dozens of commercial optical tools and systems to obtain an idea of what had been done; how we could move light around; and what materials were readily available, machinable, moldable, and affordable. This included optical filters, gratings, mirrors, and fiber plates, among others, that ranged from US $100 for individual components to tens of thousands of dollars.
Fabrication
We limited our design exploration to materials and fabrication techniques such that the system could be built without specialized equipment. Most of the design, testing, and fabrication was executed using a laser cutter, a 3D printer, diamond files, and a drill press. In addition, to make an affordable, robust optical system, we explored a variety of raw materials. We found that the optimal shape for capturing light and coupling it with the fiber-optic cable was a long cone with a convex lens at the base. This design both collimated the beam and acted as a wave guide for coupling the light.

To make the lens, we experimented with hand-cutting a cast acrylic rod with diamond files and then polishing them to reach optical clarity. We also made a lens with a stereolithography 3D printer using clear resin that was then dipped in resin and cured to fill layer-height artifacts. In addition, we cast the negative of a lens (using a variety of materials) and then molded it with an optically clear urethane resin. Lens construction methods have proven to be labor-intensive, delicate tasks. Looking for alternative solutions to handmade or custom lenses, we found that a spherical lens worked nearly as well. This was mostly because focal length was not of concern as the distance to the fiber-optic cable could be easily adjusted. Cheap clear acrylic spheres are easily accessible from a variety of vendors and work well enough to focus light for transmissive pulse oximeters.

Placement
Given the limited brightness of the screen, we looked for other areas of the body in addition to the fingertip to capture SpO2. Our search focused on areas that were physically accessible, with a short optical path (distance between transmitter and receiver) and a high density of capillaries to improve the pulsatile signal. Three plausible solutions were the fingertip (same as traditional pulse oximeters), the webbing between the fingers, and the earlobe. Data were captured at each location, with the earlobe showing the highest signal to noise ratio for output magnitude and pulsatile signal.

The earlobe is comfortable, and a sensor could easily be worn for prolonged periods without impeding the user in most activities (no more than a set of wired headphones would), affording more continuous monitoring.

Mobile App
The OptoBeat signal acquisition app was designed on the iOS platform using Swift. The data acquisition page is shown in Figure 4. The app consists of the following components: data labels, camera selection, frame rate, sensitivity (ISO), exposure time, data visualization, pulse rate, and color selection. The app captures the light that has been emitted from the screen and passed through the user’s skin. The mean values for RGB are stored on the phone for postanalysis.

Synchronizing the screen refresh rate and camera capture rate is crucial. The app ensures that the frequencies of data capture (camera) and source transmission (screen flashing) are synchronized. Misalignment results in the loss of essential information in the signal. An example of synchronization issues that we found is mixed-pulse capture. This occurs when half of the frame captures one color and the second half captures another. In our case, this was blue and red, resulting in a purple frame, which is unusable.

OptoBeat controls the camera using the Apple AVFoundation application programming interface. All automatic camera options are turned off, including autofocus, automatic white balance.
balance, and low light boost. The app allows the experimenter to control all other settings, including ISO, exposure time, and camera capture rate. The camera runs on a separate thread, and each frame of the video is sent immediately to the camera buffer.

**Figure 4.** The OptoBeat mobile app.

Data are directly accessed through the CMSampleBuffer (Apple Inc), and the RGB values are logged to the back end using a data management pipeline in a new thread without slowing down the main process.

**Skin Tone Experiment**

As the behavior of electromagnetic waves in different skin tones is not necessarily continuous, we decided to classify instead of regress across the spectrum of skin. To demonstrate hypothesis 1 and test hypothesis 2, we classified the different tones as 1-6 according to the Fitzpatrick scale. For a ground truth, we printed a copy of the scale to use as a reference and placed it beside the synthetic skin [46] being tested (as shown in Figure 5) to account for variation in ambient lighting. Similar techniques have been used to measure bilirubin in the skin tone of infants to detect jaundice [47]. It should also be noted that synthetic skin is only available in 3 different tones; otherwise, we would have tested on more types.

The ground truth was determined by capturing the mean RGB value of each reference color. For each synthetic skin sample, the mean RGB was calculated and iteratively compared with the 6 ground truth classes using Euclidean distance and the absolute difference in luminance-weighted grayscale (Multimedia Appendix 1).

The results were identical for both grayscale and RGB; an example image is shown in Figure 5. Skin samples were matched to their corresponding groups on the Fitzpatrick scale in several images. The results were confirmed through visual inspection. The lighter sample matched group 2, the tan sample matched group 3, and the darker sample matched group 5.
Blood Oxygen Saturation Experiment

After validating that we had obtained an optical signal from the earlobe through the video recording analysis of our system, we designed an experiment to test hypothesis 3, validating OptoBeat’s SpO₂ measurements in mammalian blood using blue light pulse oximetry. In this experiment, we validated that, as hemoglobin deoxygenates, the transmission of blue light increases and that of red light decreases. This is based on the well-documented absorption and transmission spectrum of hemoglobin [12,48]. We designed this ex vivo experiment to allow us to control blood oxygen saturation over time and capture measurements that would be unhealthy, if not fatal, in human participants. Not only did this experiment allow us to obtain low blood oxygen saturation measurements, it also allowed us to capture continuous change over time, which is not feasible in human-participant trials. In this experiment, laboratory-grade sheep blood was oxygenated by pressurizing it in an oxygen-rich atmosphere. In the human lung, the P\textsubscript{O₂} “increases from approximately 40 mm Hg to 110 mm Hg, a pressure sufficient to ensure at least 95% saturation of hemoglobin with oxygen” [49]. The pressure tank was pressurized to 4137 mmHg (80 pounds of force per square inch) while a peristaltic pump connected to soapstone with a high density of microscopic pores circulated and diffused oxygen-rich air into the blood. This allowed the hemoglobin to bond to the air as it would in the capillaries of the lungs.

This setup demonstrated that the change in signal measurements could be attributed to blood oxygen saturation. After being oxygenated as in the previous experiment, sheep blood was pulsed through the artery at 60 beats per minute (bpm) to mimic a heart rate, and the blood was fed back into an open beaker, where it was exposed to standard air pressure and the hemoglobin could continue to deoxygenate. Figure 6 shows how the pulse oximeter was situated on the synthetic skin and artery to measure the ground truth. The experiment was run twice, collecting data continuously for several hours.

Human-Participant Proof of Concept

To validate that the OptoBeat system would work on human participants, data were collected on three of the authors. Data were collected 3 times for each author. The data collection period was approximately 30 seconds for each sample.

Ethics Approval

As there was no risk and the participants were all authors of this paper, we did not require Institutional Review Board approval. Data were collected between November 2020 and November 2021.
Results

The first experiments described in this section demonstrate the effect of skin tone on pulse oximeters. All the measurements in this first experiment are direct current (DC). These DC-component experiments demonstrate how these attributes affect the signal quality when isolated from the much more complex human body.

Skin Tone Experiment

We measured the transmission of red and IR light in the 3 different skin tones described in the Methods section. Experiments were performed using synthetic skin approximately 1 mm thick [46], which has the same physical and optical properties as human skin. By isolating the skin, we removed any potential confounding factors that might further influence the results, such as blood, SpO₂, skin thickness, or even hydration, among others.

By accessing the photodiode output of a commodity pulse oximeter, the values of the 660-nm (red) and 880-nm (IR) light as it passed through the different samples were recorded. It was important to record these values and not the resulting SpO₂ values as they had already been fitted to the model. To show that the problem lay in the actual hardware, we compared the red and IR values (Table 1), not the SpO₂ measurements, as this was where the calculations for SpO₂ were derived from. In addition, as we used distilled water to ensure that we were only showing the effect of the skin tone (as the SpO₂ would otherwise change over time), any SpO₂ measurement would be negligible.

The ratios of the resulting 2 bands of light are shown in Table 1. We have also shown the percentage of change in ratios between the different skin tones calculated through a pairwise comparison of the different ratios.

For each skin tone, 2000 samples were collected, and the ratio of IR to red was calculated (type 5: SD 0.25%; type 2: SD 0.25%). We ran an ANOVA test and a pairwise comparison of the results. The results showed that the AC to DC ratio of ratios (Equation 1) would also be affected equally, then the only errors that would arise would be due to changes in the signal to noise ratio. However, the change was unilateral, affecting the ratio of the wavelengths and not just the signal strength. Using the ratio of ratios between the alternating current (AC) and DC components of each wavelength did mitigate this to some extent. However, we hypothesized that the AC to DC ratio would also gain error across skin tones owing to their vastly different absorbency characteristics. To confirm this and further validate hypothesis 1, the same experiment as above was conducted using a pump system to move distilled water through a synthetic artery [46] and the 3 separate skin tones. Distilled water was used instead of blood to control for any adulterants, or actual changes in blood oxygen saturation.

As shown in Table 3, the results support the hypothesis that the AC to DC ratio of ratios (Equation 1) would also be affected by skin tone. The 2000 ratio-of-ratio samples showed little deviation from the mean (type 5: mean 0.77%, SD 0.11%; type 3: mean 0.81%, SD 0.11%; type 2: mean 0.94%, SD 0.22%).

Using an ANOVA test, the results were statistically significant ($F_{2,599}=8.07 \times 10^6; P<.01$). Through pairwise multi-comparison, we see that the $R$ value changes by 4.3% between skin types 5 and 3, 17.7% between skin types 5 and 2, and 14% between skin types 3 and 2. As predicted, the ratio of ratios using the AC signal did in fact lower the error; however, it was still significant, proving that, even with the ratio of ratios, hypothesis 1 still held true.

<table>
<thead>
<tr>
<th>Skin tone type</th>
<th>Infrared value</th>
<th>Red value</th>
<th>Ratio of ratios</th>
<th>Difference from type 5, %</th>
<th>Difference from type 3, %</th>
<th>Difference from type 2, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.49</td>
<td>0.86</td>
<td>0.58</td>
<td>N/A^a</td>
<td>12.1</td>
<td>14.8</td>
</tr>
<tr>
<td>3</td>
<td>0.51</td>
<td>1</td>
<td>0.51</td>
<td>12.1</td>
<td>N/A</td>
<td>3.2</td>
</tr>
<tr>
<td>2</td>
<td>0.50</td>
<td>0.96</td>
<td>0.52</td>
<td>14.8</td>
<td>3.2</td>
<td>N/A</td>
</tr>
</tbody>
</table>

^aN/A: not applicable (data are compared to themselves).
Table 2. Results from a direct current OptoBeat skin tone experiment.

<table>
<thead>
<tr>
<th>Skin tone type</th>
<th>Blue value</th>
<th>Red value</th>
<th>Ratio of ratios</th>
<th>Difference from type 5, %</th>
<th>Difference from type 3, %</th>
<th>Difference from type 2, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.8</td>
<td>0.61</td>
<td>0.76</td>
<td>N/A</td>
<td>19.3</td>
<td>16.6</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.94</td>
<td>0.94</td>
<td>N/A</td>
<td>3.3</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>0.65</td>
<td>0.59</td>
<td>0.91</td>
<td>16.6</td>
<td>3.3</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*aN/A: not applicable (data are compared to themselves).

Table 3. Results from an alternating current pulse oximeter skin tone experiment.

<table>
<thead>
<tr>
<th>Skin tone type</th>
<th>Ratio of ratios</th>
<th>Difference from type 5, %</th>
<th>Difference from type 3, %</th>
<th>Difference from type 2, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.77</td>
<td>N/A*</td>
<td>4.3</td>
<td>17.7</td>
</tr>
<tr>
<td>3</td>
<td>0.81</td>
<td>4.3</td>
<td>N/A</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>0.94</td>
<td>17.7</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*aN/A: not applicable (data are compared to themselves).

Blood Oxygen Saturation Experiment

The data (n=400; 10-second samples, 67 minutes total) were cleaned with a bandpass filter, with cutoff frequencies at 0.5 Hz and 2 Hz (30-120 bpm pass band), and then passed through a Savitzky-Golay filter for further smoothing (third order, 35-sample window). This provided a clear pulsatile signal, as shown in Figure 7. The AC, as measured by the root mean square, and DC (mean) components of the signal were extracted from each signal in 10-second windows (a common window size for this type of calculation) and then inserted into Equation 1 to calculate the ratio of ratios.

The resulting $R$ value from Equation 1 has a direct relationship to the SpO$_2$ percentage and can be mapped using either a linear equation or regression. A linear mapping of the $R$ values to SpO$_2$ ($f(x) = mx + b$; $m=79.3, b=-5.7$ with 95% confidence bounds) rendered very good results ($R^2=0.94$, root mean square error=1, mean square error=1.1, mean absolute error=0.89); however, we found that a quadratic support vector machine worked better with our data, as shown in Figure 8. This is most likely due to a change in the response curve when more blue light is present with lowering SpO$_2$ levels as the blue wavelength is much smaller and does not penetrate the skin as well as red or IR wavelengths. Each yellow dot in Figure 8 is an individual measurement. Each $R$ value was calculated over 10 seconds of data. The orange line shows the error from the ground truth for each measurement. The performance, as shown in Figure 9, was validated with a 10-fold cross-validation ($R^2=0.97$, root mean square error=0.7, mean square error=0.49, mean absolute error=0.5). Figure 10 shows the residual error for each percentage of SpO$_2$ measured. The experiment showed that the OptoBeat system measured SpO$_2$ as low as 75% within $-1\%$ to $+1\%$ of the ground truth, proving hypothesis 3.

OptoBeat measures continuously with a floating point, whereas the ground truth estimates integer values. We believe that the performance would be more strongly correlated if both were continuous. We plan to evaluate this in the future.

Figure 7. Pulsatile signal of red and blue lights captured in the oxygen saturation experiment.
Figure 8. Results of the quadratic support vector machine (SVM) mapping R values captured from OptoBeat to the ground truth. SpO$_2$: peripheral blood oxygen saturation.

Figure 9. Predicted versus true response from regression.
**Human-Participant Proof of Concept**

Each of the participants (N=3; samples=3 × N, duration=20-30 seconds/sample) measured within –1% to +1% of the ground truth, a commodity pulse oximeter. **Figure 11** shows the pulsatile signal captured by OptoBeat. In this sample (23 seconds) from 33% (1/3) of the participants, the heart rate measured by OptoBeat was approximately 111 bpm, and the ground truth was 114 bpm (error=1.7%).

**Figure 12** shows the resulting $\text{SpO}_2$ measurement as captured by OptoBeat from the same data shown on the left. Both the polynomial trend and the raw, individual sample measurements are shown. It can be seen that the ground truth, which is only integer values, is <0.5% of the OptoBeat measurement. We believe, as the ground truth is rounded, that this corresponds to the spike (at approximately 17.5 seconds) in the OptoBeat measurement that exceeds 98.5%. Although each person was healthy and the range of measured blood oxygen saturation was small (between 97% and 99% $\text{SpO}_2$), this demonstrates the feasibility of using OptoBeat in human participants.

**Figure 10.** Residual error: OptoBeat and the ground truth. $\text{SpO}_2$: peripheral blood oxygen saturation; SVM: support vector machine.
Discussion

Principal Findings

In this paper, we have presented the design and evaluation of OptoBeat, an optical attachment for smartphones that can reliably measure \( \text{SpO}_2 \) and calibrate the measurements according to skin tone via images. The phone-based system for oxygen saturation measurement has potential benefits compared with existing pulse oximeters. With the added benefit of the smartphone’s hardware and computing power, we can not only measure \( \text{SpO}_2 \) but also skin tone, which can be used to account for errors in \( \text{SpO}_2 \) measurements.

Strengths and Limitations

Our system is cheaper and simpler to produce than most commercial pulse oximeters. Manufactured at scale, it could be used to shift from a regime of rigid thresholds for admittance or treatment at the point of care to home measurement. At home, trending measures of pulse oximetry could be used to monitor clinical progress or detect silent hypoxemia early [50].

Although this work demonstrates the efficacy of OptoBeat in an ex vivo laboratory experiment, our human-participant proof of concept was only meant to show feasibility, not to validate it for human use. Clinical studies would have to be conducted on a large, diverse population to validate this.

Future Directions

Moving forward, we plan to deploy and test the current OptoBeat system in a clinical setting. We have partnered with our medical school to take measurements while patients are undergoing cardiothoracic surgery as this will give us access to a range of blood oxygen measurements while a ground truth is being collected without adding additional risk to participants. Furthermore, we plan to redesign traditional pulse oximeters using what we learned from OptoBeat to develop a stand-alone device that can account for variations in skin tone. This will include a large-scale skin tone data collection to build a model that can be leveraged by the device.

Clinical Implications and Conclusions

Wearable devices currently stand to exacerbate existing health disparities in underserved racial populations who would benefit most from enhanced detection and treatment of health issues. Indeed, such racial disparities occur in the context of more significant cultural issues and reflect the mistrust that many underserved racial populations have for the medical system. This mistrust is primarily due to the medical community’s historical bias toward addressing White Americans’ health needs at the expense of underserved racial populations’ health and well-being. There is an urgent need to overcome the cycle of disparities produced by social injustice across conditions in the places where people live, learn, work, and play. Ensuring that wearables and remote patient monitoring tools are equally efficacious across different populations is necessary to accelerate health equity in the populations who would benefit most from such technology.
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Abstract

Background: Applications of robotics in daily life are becoming essential by creating new possibilities in different fields, especially in the collaborative environment. The potentials of collaborative robots are tremendous as they can work in the same workspace as humans. A framework employing a top-notch technology for collaborative robots will surely be worthwhile for further research.

Objective: This study aims to present the development of a novel framework for the collaborative robot using mixed reality.

Methods: The framework uses Unity and Unity Hub as a cross-platform gaming engine and project management tool to design the mixed reality interface and digital twin. It also uses the Windows Mixed Reality platform to show digital materials on holographic display and the Azure mixed reality services to capture and expose digital information. Eventually, it uses a holographic device (HoloLens 2) to execute the mixed reality–based collaborative system.

Results: A thorough experiment was conducted to validate the novel framework for mixed reality–based control of a collaborative robot. This framework was successfully applied to implement a collaborative system using a 5–degree of freedom robot (xArm-5) in a mixed reality environment. The framework was stable and worked smoothly throughout the collaborative session. Due to the distributed nature of cloud applications, there is a negligible latency between giving a command and the execution of the physical collaborative robot.

Conclusions: Opportunities for collaborative robots in telerehabilitation and teleoperation are vital as in any other field. The proposed framework was successfully applied in a collaborative session, and it can also be applied in other similar potential applications for robust and more promising performance.

(JMIR Biomed Eng 2022;7(1):e36734) doi:10.2196/36734
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Introduction

Background

Robots are becoming friends of humans by impacting and contributing to our daily life in many ways. They can carry out complex or repetitive activities for us, from household to industrial work, medicine, security, and so on [1]. Not only can robots assist in heavy works, but they can also help in education, especially during the COVID-19 pandemic. With the help of artificial intelligence, robots now can act as friends by monitoring behaviors and understanding our likes and dislikes.
They are offering various services effectively being used in different industries. Robots can boost the productivity of an industry by performing accurate, precise, fast, consistent, and high-quality work [2]. They can ensure safety by overtaking dangerous tasks in hazardous environments.

Collaborative robots, also known as cobots, are making the situation easier and more productive as they are designed to work in the same workspace as humans [3]. Both the robots and humans work delicately together, and robots assist human coworkers in completing different tasks [4]. This collaboration between humans and robots is changing the industrial production strategy. More industries are shifting to this manufacturing style daily because of flexibility, productivity, safety, reduced risk of injuries, and quality of performance in production [5]. Because of the recent advancement in the collaborative robots’ application in various fields, the size of the global market in this field is growing daily. In 2018, the market value of this industry was around USD 649.1 million and was anticipated to expand to 44.5% by 2025 [6]. Therefore, the potential of collaborative robots, without any doubt, is huge, and more and more research is needed for the refinement of different approaches and applications in this field.

To support the needs of collaborative robots in different potential fields, researchers are working to propose different frameworks for different collaborative robot-based applications. Some researchers followed the agent-based system [7], whereas others also explored compliant control [8-10] and ergonomic aspects–based approach [11]. Still, researchers should consider other state-of-the-art technology-based approaches to designing a strong foundation for the huge potential of collaborative robots. One of the cutting-edge technologies in this era is mixed reality (MR), which blends both the digital and physical worlds to offer a promising solution for various applications [12]. MR merges virtual and augmented reality together, letting us incorporate the real world with digital data. Almost 150 firms in different fields have already adopted MR-based solutions, and it is estimated that by 2025 more than 14.4 million US employees will use smart glasses [13]. The possibility of mixed reality is huge, especially where human interaction is required. Therefore, the application will be promising if the mixed reality can successfully be applied in designing a framework for the collaborative robot.

In this study, a novel framework is proposed for the collaborative robot using mixed reality. Unity, Unity Hub, Windows Mixed Reality (WMR) platform, and Azure mixed reality services are adopted to design the framework and use a holographic device (HoloLens 2) to execute it. The framework can be used in various collaborative applications such as telerehabilitation or teleoperation.

The rest of the manuscript is outlined as follows: first, some recent advancements in this research area are briefly discussed; then, the development of the framework, along with the system architecture and the control of a collaborative robot with mixed reality, is represented; subsequently, one experiment using the framework and result of the experiment is illustrated; and finally, the conclusion of the study is portrayed.

Related Work

The collaborative robot is one of the potential fields in robotics, and researchers are working on the control system nowadays. Few researchers followed a unified approach by merging an impedance model with a dynamic model with friction and optimizing the assembly [14]. They used the proportional derivative control for the inner loop and impedance control for the outer loop. To evaluate the system’s efficiency, a 6-DOF (Degrees of Freedom) series collaborative robot was used to perform peg-in-hole assembly tasks, and the performance of the system was accurate and flexible. One study proposed that by assessing the mobility of a collaborative robot, the performance of the robot system can be estimated [15]. Most of the available solutions are for a single robot, yet the model was evaluated using 3 automobiles. The model performed more competently than most of the strategies available. Another study represented the humans and robots as coworkers using geometric primitives, attraction vectors, and hypothetical repulsion by computing the distance and relative motion among them [16]. By applying this idea along with the robot’s kinematic representation, the system achieved collision avoidance control by generating a nominal path to cautiously avoid collision with the human while performing the industrial operations. Repulsion-vector-reshaping was also introduced to ensure motion persistence, and the robot performed smoothly and successfully by avoiding collisions.

Rehabilitation robots and assistive robots are two potential applications for collaborative robots. Researchers are working on different approaches using skin surface electromyogram–based signals [17], nonlinear sliding mode control [18], geometric solution [19], and variable transformation for flatness geometric property [20] using collaborative robots to design robots for rehabilitation. Researchers have also followed learning latent actions from task demonstrations [21], reinforcement learning [22], digital image processing [23], and eye tracking–based assistive robot control [24] approaches for collaborative robots, focusing on assistive applications.

One study suggested controlling the momentum of a robot by considering the maximum speed acceptable to secure the safety of human coworkers [25]. The system estimated the allowable top velocity by using a collision model to predict the maximum force during a collision. The system enhanced the functionality and productivity of the collaborative tasks without risking human safety. Few researchers presented a new robotic system for collaborative robots blending mobile manipulators and supernumerary limbs [26]. Their robot could operate autonomously and be connected with humans as additional body parts. Other researchers presented a collaborative system that consists of hardware, software, and operational architecture of a humanoid robot trained with cognitive abilities [27]. The robot could identify the help a human coworker might need, recognize their activities, grasp objects, navigate, and so on. The experimental evaluation demonstrated that the robot performed safely and robustly while conducting collaborative tasks.

Researchers are also exploring framework-based approaches to construct generalized systems for different applications. In one
study, researchers proposed an open-source framework for a humanoid robot using cross architecture, which was low-cost in computation [28]. The framework was validated via both simulator and telemetry interface, and the result showed that it could be used to design new algorithms. In another study, researchers presented a framework for a collaborative human-robot environment using a commercial manipulator and their unique control method [10].

The framework included a trajectory planning and safety strategy by exploiting the human worker’s experiences and was evaluated in a factory. In a similar study, a few researchers presented a framework for robot-assisted control in human-robot cooperation for a 7-DoF surgical robot [29]. The framework used manual motion to drive the tooltip, a 3D camera-based method to adjust the workspace, calculation of optimal instrument orientation, and cartesian interpolation to assure safety. In other studies, researchers proposed frameworks for different human-robot collaboration-based applications such as industrial cyber-physical systems [30], interaction in games (ie, Rock-Paper-Scissors) [31], and cooperative assembly duties [32].

The mixed reality–based approaches are becoming popular for different applications among researchers day by day as it has potential in many ways. Researchers used mixed reality–based methods to design an interface for human-robot interaction to teleoperate a robot [33] and a user interface to control teleoperated robotic platforms [34]. Researchers also used these approaches to design various robotic control systems. In one study, researchers developed an interface for human-robot communication using mixed reality for interactive robot manipulation control for mobile platforms [35]. The interface offered tools for robot path planning and visualized it for workers to comprehend robot behavior to ensure safety. The interface was successfully implemented and evaluated on Microsoft HoloLens. In another similar study, researchers used both mixed and virtual reality to design workspace for collaborative robots in the industry [36]. Robotic Operating System and Unity were used to design the system and tested in diverse settings. In another work, researchers presented an interactive control framework for both single and multirobot systems using mixed reality for various applications [37]. The system allowed interaction with robots by focusing on the visualization of their objective, and it could relate to any robots and mixed reality interfaces. The presented framework was evaluated experimentally, and the results verified the framework’s capabilities in the mixed reality system.

**Methods**

**Development of a Mixed Reality Framework for Robot Control**

To develop the mixed reality–based system from scratch for controlling an assistive robot, some prerequisites and a few prior pieces of knowledge are required. Windows operating system–based computer and windows SDK (software development kit) with visual studio are needed to design the structure. The simplest approach to making mixed reality apps is installing either the Unity or Unreal game engines [38]. However, the same programs may be created for a custom engine using DirectX (Microsoft Corp). DirectX is a high-level interface that allows to directly access low-level functionality. It connects to Windows’ hardware abstraction layer [39]. Unity is one of the most popular real-time programming development platforms on the market, with C++-based runtime code and C#-based development scripting [40]. Unity and Unity Hub are used as cross-platform gaming engines and project management tools. The Mixed Reality Toolkit, if Unity is used, may be used for input simulation to test various input interactions, including hand-tracking and eye-tracking input. WMR is a Microsoft platform that debuted with Windows 10. The WMR platform enables developers to create apps that show digital material on holographic and virtual reality displays [41]. The Mixed Reality Feature Tool is needed to configure Unity while developing the framework. Interfacing, generating scenes, importing packages, and adding game objects to a scene all require a basic understanding of Unity. As the Unity scripts are written in C#, some fundamental C# expertise is also required. Any previous knowledge of NoSQL database systems and serverless functionalities will help with the system design. Finally, to implement the application, a holographic device (HoloLens 2) is required. By collecting and revealing digital information within the work setting and surroundings, Azure mixed reality services let people create, learn, and collaborate more efficiently [42]. Azure also helps secure and protect the stored data using 256-bit Advanced Encryption Standard and Transport Layer Security when data are in transit [43]. Azure mixed reality services bring 3D to mobile phones, headphones, and other devices that are not connected to the internet. Azure Remote Rendering and Azure Spatial Anchors are two mixed reality cloud technologies that let developers create captivating, immersive experiences across several platforms. These services enable incorporating spatial awareness into projects when developing 3D training, predictive equipment maintenance, and design review applications, all within the context of users’ environments. The kinematics and dynamics of the assistive robot must be taken into consideration when developing the framework, which is explained below.

**Assistive Robot**

The xArm-5 robot is an end effector robot with 5 DoF, developed by UFactory [44]. To attain a high payload capability (3 kg) and appropriate repeatability of 0.1 mm, this robot is equipped with high-performance harmonic reducers and brushless motors. xArm-5 has a total workspace area of 0.7 meters. The Modbus Remote Terminal Unit protocol is used by xArm-5, and RS-485 communication is required to interact with a position, speed, or force control. These characteristics combine to make the xArm-5 one of the most versatile, high-precision, and multifunction robotic arms on the market. However, xArm-5 is comparatively heavyweight (11.2 kg) due to the big size of the motors; and due to its design features, this robot cannot be folded back during idle time (kinematic constraints).

The graphical user interface for xArm-5 is provided by UFactory as xArm Studio and SDK for the languages Python, Robotic Operating System, and C++. Python SDK is used to control the xArm-5 for advanced capabilities in this research.
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xArm-5 Robot’s Kinematics and Dynamics

During the kinematic analysis, the modified Denavit-Hartenberg (DH) parameters are adopted to specify the xArm configuration of links and joints [45]. On the other hand, the iterative Newton-Euler method was applied for dynamic estimation to assess the joint torques corresponding to each activity of daily living.

Forward Kinematics

The link frame allocation (according to modified DH convention) of the xArm-5 robot is shown in Figure 1, where the yellow dots indicate that the direction is pointing into the viewing surface, cyan dot represents the direction pointing out of the viewing surface, and axis z defines the axis of rotation of each joint. To calculate the forward kinematics, the modified DH parameters corresponding to the link-frame allocation are given in Table 1. Moreover, Table 2 outlines the robot’s link parameters.

Figure 1. Coordinate frame placement using the modified Denavit-Hartenberg parameters.

Table 1. Modified Denavit-Hartenberg parameters of xArm-5 robot.

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>(-\pi/2)</td>
<td>267</td>
</tr>
<tr>
<td>2</td>
<td>289.486</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>351.1587</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>76</td>
<td>(-\pi/2)</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>97</td>
</tr>
</tbody>
</table>

Here, \(a_i\) is the length of the common normal, \(\alpha_i\) is the angle about common normal, \(d_i\) is the offset along the previous z-axis, and \(\theta_i\) represents the joint angles. Note that the term \(L_i\) represents the length of the link, and \(d_i\) represents the offset of the angle. The values of those variables are shown in Table 2.
Table 2. Dimensional parameters of xArm-5 robots.

<table>
<thead>
<tr>
<th>Length</th>
<th>Proximal</th>
<th>Distal</th>
<th>Angle</th>
<th>Shoulder 1</th>
<th>Shoulder 2</th>
<th>Elbow</th>
</tr>
</thead>
<tbody>
<tr>
<td>267 mm</td>
<td>284.5 mm</td>
<td>77.5 mm</td>
<td>342.5 mm</td>
<td>76 mm</td>
<td>−1.3849 rad</td>
<td>2.7331 rad</td>
</tr>
</tbody>
</table>

The general form of the Homogeneous Transformation Matrix that relates two successive coordinate frames is represented by Equation (1).

\[
\begin{bmatrix}
  R & t \\
  0 & 1
\end{bmatrix}
\]

Where \( R \) is the rotation matrix that represents the frame \( F_i \) in relation to frame \( F_{i-1} \), and \( t \) is the vector that indicates the location of the origin of the frame \( F_i \) with respect to the frame \( F_{i-1} \).

Moreover, \( d_i \) is the link twist, \( l_i \) corresponds to link length, \( d_i \) stands for link offset, and \( \theta_i \) is the joint angle (radian) of the xArm5 Robot. The individual homogeneous transfer matrices that relate two successive frames of the xArm robot (Figure 1) are derived using Equation 1 and are given in Multimedia Appendix 1. The homogeneous transformation matrix that relates frame \( F_5 \) to frame \( F_0 \) can be obtained by multiplying individual transformation matrices as expressed in Equation (2).

\[
\begin{bmatrix}
  R & t \\
  0 & 1
\end{bmatrix} = \begin{bmatrix}
  R_{F_0} & t_{F_0} \\
  0 & 1
\end{bmatrix} \begin{bmatrix}
  R_{F_1} & t_{F_1} \\
  0 & 1
\end{bmatrix} \cdots \begin{bmatrix}
  R_{F_5} & t_{F_5} \\
  0 & 1
\end{bmatrix}
\]

The single transformation matrix found from Equation (2) represents the reference frame’s positions and orientations attached to the end effector with respect to the base reference frame \( F_0 \).

**Dynamics of the xArm-5 Robot**

The dynamic equation of the xARM5 Robot derived from the Newton-Euler formulation can be written in the following form:

\[
\mathbf{M} \ddot{\mathbf{q}} + \mathbf{C} \dot{\mathbf{q}} + \mathbf{G} = \mathbf{T}
\]

Where \( \mathbf{M} \) is the 5×5 mass matrix of the manipulator, \( \mathbf{C} \) are the 5×1 acceleration vector, \( \mathbf{G} \) is the 5×1 vector of centrifugal and Coriolis terms, and \( \mathbf{G}(\theta) \) is the 5×1 vector of gravity terms. Table 3 summarizes the mass/inertia parameters of the xArm-5 robot, and joint torques for the xArm-5 were calculated using Equation 3. Moreover, Table 4 presents the range of motion of each joint.

Table 3. Inertial parameters for each link of xArm-5 robot.

<table>
<thead>
<tr>
<th>Link</th>
<th>Mass (kg)</th>
<th>Center of mass (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link 1</td>
<td>2.177</td>
<td>[0.15, 27.24, −13.57]</td>
</tr>
<tr>
<td>Link 2</td>
<td>2.011</td>
<td>[36.7, −220.9, 33.56]</td>
</tr>
<tr>
<td>Link 3</td>
<td>2.01</td>
<td>[68.34, 223.66, 1.1]</td>
</tr>
<tr>
<td>Link 4</td>
<td>1.206</td>
<td>[63.87, 29.3, 3.5]</td>
</tr>
<tr>
<td>Link 5</td>
<td>0.17</td>
<td>[0, −6.77, −10.98]</td>
</tr>
</tbody>
</table>

Table 4. Range of motion.

<table>
<thead>
<tr>
<th>Joint number, deg</th>
<th>Working range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joint 1</td>
<td>±360</td>
</tr>
<tr>
<td>Joint 2</td>
<td>−118−120</td>
</tr>
<tr>
<td>Joint 3</td>
<td>−225−11</td>
</tr>
<tr>
<td>Joint 4</td>
<td>±360</td>
</tr>
<tr>
<td>Joint 5</td>
<td>−97−180</td>
</tr>
<tr>
<td>Maximum speed, deg/s</td>
<td>180</td>
</tr>
</tbody>
</table>

**xArm-5's Control Architecture**

Figure 2 illustrates the control architecture for the xArm-5 robot. The xArm controller generates two commands, the joints’ torque and the cartesian, and updates the torque commands every 4 ms to execute in the xArm-5 controller. The torque commands are transformed to motor currents and finally to reference voltage for the motor drivers. The proportional integral controller is employed to acknowledge the real time control of the system. It also guarantees that the suitable control torque commands are transmitted to the joints and the reference voltage commands for the drivers. It also minimizes the differences between the desired and the measured currents.
System Architecture

This section discusses the life cycle of a collaborative session involving a collaborative robot in a mixed reality environment. The user launches the application from their Mixed Reality headset, which is the application’s access point (HoloLens 2). With the suitable digital twin and user, the provider can construct a collaborative session room. The user, as well as any allowed onlookers, can now join the collaboration session. Even though they are in separate places, all users in the collaboration session, including the host user (provider), are now in a digital collaboration session and communicating with the identical digital twin. Depending on the different needs, the provider can regulate the digital twin in several ways. Figure 3 shows the data flow of the connected system.

Figure 3. Data flow of the connected system.

Due to the distributed nature of cloud applications, the system can send a command to the digital twin, which the collaborative robot physically executes. All commands require a controller that runs on the robot’s local network. WebSocket is a computer communications protocol that allows full-duplex communication channels over a single Transmission Control Protocol connection, which manages all device connections and interactions [46]. Users of the mixed reality collaborative session can now use high-level commands to control the collaborative robot. If the provider wants to control the robot to the desired path, it will be confined to moving along a fixed course and at varying distances along that trajectory. The user can provide input to the provider during this procedure, and key data such as the joint parameters and torques are collected and sent to the cloud. For example, using the Mixed Reality headset, the user can play interactive games that target specific muscles or motions to create a sense of confidence and accomplishment in their physical development. Thus, the entire quality of the therapy is improved. Internet of Things data can be stored and retrieved using the Azure cloud platform. Every collaborative robot sends telemetry data to a cloud platform, where it is stored indefinitely. In the case of teletherapy, relevant parameters such as patient range of motion and resistance to motion during various exercises are pushed to the cloud during each rehabilitation session. These parameters are used by the Azure cloud platform to support machine learning approaches that can adaptively develop appropriate rehabilitation strategies for each user. Figure 4 shows the details of the system architecture.
At first, in the event sequence of the mixed reality environment, the user launches the app on the client device and connects with Azure App Service via WebSocket. Then, the user is authenticated via Azure Active Directory. Subsequently, the user can select a digital twin model they wish to interact with. The App Service will retrieve assets corresponding to the selected digital twin, including 3D models and data. Next, the App Service provides a user with their requested data. The Digital Twin pushes incoming data to the Event Hub when the system is running, which fires a serverless function on the Azure cloud server. The serverless function updates database values. At the final step of data flow, some machine learning models will be deployed, which will use historical users’ data and real-time collaboration metrics for future automated result analysis.

Control of a Collaborative Robot Through the Mixed Reality Environment

The Azure cloud platform enables multiple users to join a shared collaboration session. In this collaboration session, users can visualize and interact with one digital twin. The digital twin will move in tandem with the physical robot and mirror its movements. Users in the collaboration session can additionally send high-level commands to control the digital twin. Figure 5 shows the mixed reality user interface of the proposed framework. During the collaboration session, a user can control a collaborative robot in several ways, such as joint angle control, cartesian control, and preplanned trajectory control. The virtual sliders are used in joint-based control. On the other hand, in cartesian mode end effector is controlled by moving the virtual end effector in a mixed reality environment. Furthermore, the provider can set a desired path to follow for a collaborative robot in the preplanned trajectory control mode.
**Ethical Considerations**

The researchers involved in the project took part in the experiments to demonstrate the proof of concept of the teleoperation using the proposed framework. Therefore, ethical approval is not required for this study. The project did not focus on any intervention development or intervention efficacy testing; hence, we did not recruit any participants and did not seek ethics approval for this project.

**Results**

To validate the proposed framework, an end effector type 5 DoF assistive robot is mounted on a table (Figure 6a). The purpose of this assistive robot is to give therapy with a pretrained trajectory and by a practitioner. The designed app, which contains the mixed reality interface, is deployed to the HoloLens 2 to control the assistive robot. A practitioner can wear the HoloLens 2 and control the therapeutic sessions remotely in a mixed reality environment (Figure 6b). Figure 6c depicts a collaboration session between a practitioner and a patient where the robot can be controlled and monitored remotely in a mixed reality environment using the proposed framework.

The system provides an overall cross-platform rehabilitation experience for its users. A clinician can remotely assist a patient in both active and passive rehabilitation therapy via a shared mixed reality–based collaboration session. The rehabilitation robot that exists locally for the patient has a digital twin that lives on the Azure cloud platform. A therapist or clinician can interact with this virtual digital twin and use it to assist with rehabilitation therapy. Figure 7 shows a mixed reality interface that visualizes robot data such as torque and temperature for each joint, as well as force sensor data. In this manner, the therapist can visualize the key metrics that estimate the patients’ improvement, such as range of motion and resistance. They can use these data to recommend optimal rehabilitation plans for a patient. Users in the collaboration session can summon data visualizations of both real time and historical data.
Figure 6. Experimental setup for the proposed collaborative robot framework: (a) xArm-5 Robot as the collaborative robot; (b) user with HoloLens 2 headset; and (c) collaborative session via the mixed reality–based framework (Multimedia Appendix 2).

Figure 7. Visualizing the key metrics in the interactive mixed reality environment.
Discussion

Framework for collaborative robots has many potential applications in industry and telehealth such as teleoperation and telerehabilitation. Especially, a pandemic situation such as COVID-19 has affected all aspects of health care and gave the realization of the need for telehealth, which can help health care workers and patients to protect themselves from the risk of disease transmission. Telehealth can also offer personalized rehabilitation programs, real time control, continuous interaction with doctors, negligible waiting time, and so on. Using the proposed framework, it will be handy to implement different systems for teleoperation. While the proposed mixed reality–based framework promises a stable control system for collaborative robots, there are some limitations to it [47-49]. To use the framework, there should be a continuous and stable connection. The system becomes unstable and inoperable if the connection is lost. Security of personal health data is also a concern. Furthermore, the system is expensive compared to other regular rehabilitation, as a holographic device and a collaborative robot is needed for this [50]. It is worth mentioning that a holographic device such as HoloLens 2 should not be worn for extended periods of time. Possible side effects of HoloLens include headache, dizziness, or loss of balance [50,51]. It is important to use these tools responsibly to achieve the maximum benefit from the services they provide. To improve the framework, in the future, the focus will be given to stable communication, personalized rehabilitation program, and real time control and monitoring by the expert.

Conclusion

Collaborative robots and their applications have a magnificent impact in the rehabilitation and teleoperation fields. A framework for collaborative robots is very much needed to meet the demands of collaborative robots. The proposed mixed reality–based framework for collaborative robots can be used for different telehealth applications such as teleoperation and telerehabilitation and can guide other researchers to conduct further studies for the advancement of humans. Several state-of-the-art technologies were used while developing the framework, including Unity, WMR platform, Azure mixed reality services, and HoloLens 2. The framework is validated by conducting a comprehensive, collaborative experiment using a 5-DoF collaborative robot (xArm-5) in a mixed reality environment. In the future, the study will continue with mixed reality–based applications for collaborative robots. Further research will be conducted on telerehabilitation and teleoperation to design a more robust and stable framework for further advancement.
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Abstract

Background: A formal autism diagnosis can be an inefficient and lengthy process. Families may wait several months or longer before receiving a diagnosis for their child despite evidence that earlier intervention leads to better treatment outcomes. Digital technologies that detect the presence of behaviors related to autism can scale access to pediatric diagnoses. A strong indicator of the presence of autism is self-stimulatory behaviors such as hand flapping.

Objective: This study aims to demonstrate the feasibility of deep learning technologies for the detection of hand flapping from unstructured home videos as a first step toward validation of whether statistical models coupled with digital technologies can be leveraged to aid in the automatic behavioral analysis of autism. To support the widespread sharing of such home videos, we explored privacy-preserving modifications to the input space via conversion of each video to hand landmark coordinates and measured the performance of corresponding time series classifiers.

Methods: We used the Self-Stimulatory Behavior Dataset (SSBD) that contains 75 videos of hand flapping, head banging, and spinning exhibited by children. From this data set, we extracted 100 hand flapping videos and 100 control videos, each between 2 to 5 seconds in duration. We evaluated five separate feature representations: four privacy-preserved subsets of hand landmarks detected by MediaPipe and one feature representation obtained from the output of the penultimate layer of a MobileNetV2 model fine-tuned on the SSBD. We fed these feature vectors into a long short-term memory network that predicted the presence of hand flapping in each video clip.

Results: The highest-performing model used MobileNetV2 to extract features and achieved a test F1 score of 84 (SD 3.7; precision 89.6, SD 4.3 and recall 80.4, SD 6) using 5-fold cross-validation for 100 random seeds on the SSBD data (500 total distinct folds). Of the models we trained on privacy-preserved data, the model trained with all hand landmarks reached an F1 score of 66.6 (SD 3.35). Another such model trained with a select 6 landmarks reached an F1 score of 68.3 (SD 3.6). A privacy-preserved model trained using a single landmark at the base of the hands and a model trained with the average of the locations of all the hand landmarks reached an F1 score of 64.9 (SD 6.5) and 64.2 (SD 6.8), respectively.

Conclusions: We created five lightweight neural networks that can detect hand flapping from unstructured videos. Training a long short-term memory network with convolutional feature vectors outperformed training with feature vectors of hand coordinates and used almost 900,000 fewer model parameters. This study provides the first step toward developing precise deep learning methods for activity detection of autism-related behaviors.
Introduction

Autism affects almost 1 in 44 people in America [1] and is the fastest growing developmental delay in the United States [2,3]. Although autism can be identified accurately by 24 months of age [4,5], the average age of diagnosis is slightly below 4.5 years [6]. This is problematic because earlier intervention leads to improved treatment outcomes [7]. Mobile digital diagnostics and therapeutics can help bridge this gap by providing scalable and accessible services to underserved populations lacking access to care. The use of digital and mobile therapeutics to support children with autism has been explored and validated in wearable devices [8-15] and smartphones [16-22] enhanced by machine learning models to help automate and streamline the therapeutic process.

Mobile diagnostic efforts for autism using machine learning have been explored in prior literature. Autism can be classified with high performance using 10 or fewer behavioral features [23-28]. While some untrained humans can reliably distinguish these behavioral features [25,29-36], an eventual goal is to move away from human-in-the-loop solutions toward automated and privacy-preserving diagnostic solutions [37,38]. Preliminary efforts in this space have included automated detection of autism-related behaviors such as head banging [39], emotion evocation [40-42], and eye gaze [43].

Restrictive and repetitive movement such as hand stimming is a primary behavioral feature used by diagnostic instruments for autism [44]. Because computer vision classifiers for abnormal hand movement do not currently exist, at least in the public domain, we strived to create a classifier that can detect this autism-related feature as a first step toward automated clinical support systems for developmental delays like autism.

Pose estimation and activity recognition have been explored as a method for detection of self-stimulatory behaviors. Vyas et al [45] retrained a 2D Mask region-based convolutional neural network (R-CNN) [46] to obtain the coordinates of 15 body landmarks that were then transformed into a Pose Motion (PoTion) representation [47] and fed to a convolutional neural network (CNN) model for a prediction of autism-related atypical movements. This approach resulted in a 72.4% classification accuracy with 72% precision and 92% recall. Rajagopalan and Goecke [48] used the Histogram of Dominant Motions (HDM) representation to train a model to detect self-stimulatory behaviors [48]. On the Self-Stimulatory Behavior Dataset (SSBD) [49], which we also used in this study, the authors achieved 86.6% binary accuracy when distinguishing head banging versus spinning and 76.3% accuracy on the 3-way task of distinguishing head banging, spinning, and hand flapping. We note that they did not train a classifier with a control class absent of any self-stimulatory behavior. Zhao et al [50] used head rotation range and rotations per minute in the yaw, pitch, and roll directions as features for autism detection classifiers. This reached 92.11% classification accuracy with a decision tree model that used the head rotation range in the roll direction and the amount of rotations per minute in the yaw direction as features.

Building upon these prior efforts, we developed a computer vision classifier for abnormal hand movement displayed by children. In contrast to prior approaches to movement-based detection of autism, which use extracted activity features to train a classifier to detect autism directly, we aim to detect autism-related behaviors that may contribute to an autism diagnosis but that may also be related to other behavioral symptoms. We trained our abnormal hand movement classifier on the SSBD, as it is the only publicly available data set of videos depicting abnormal hand movement in children. We used cross-validation and achieved an F1 score of 84% using convolutional features emitted per frame by a fine-tuned MobileNetV2 model fed into a long short-term memory (LSTM). We also explored privacy-preserving hand-engineered feature representations that may support the widespread sharing of home videos.

Methods

Overview

We compared five separate training approaches: four subsets of MediaPipe hand landmarks fed into an LSTM and fine-tuned MobileNetV2 convolutional features fed into an LSTM. The hand landmark approaches provided an exploration of activity detection on privacy-preserved feature representations. Because we strived to use machine learning classifiers in low-resource settings such as mobile devices, we additionally aimed to make our models and feature representations as light as possible.

Data Set

We used the SSBD [49] for training and testing of our models. To the best of our knowledge, SSBD is the only publicly available data set of self-stimulatory behaviors containing examples of head banging, hand flapping, and spinning. SSBD includes the URLs of 75 YouTube videos, and for each video, annotations of the time periods (eg, second 1 to second 35) when each self-stimulatory behavior was performed. Multiple videos contain multiple time periods for the same behavior (eg, seconds 1-3 and 5-9 both contain hand flapping) as well as multiple behaviors (eg, seconds 1-3 show head banging and seconds 5-9 show hand flapping). We only used the hand flapping annotations.

Preprocessing

To obtain control videos absent of hand flapping displays, we first downloaded all YouTube videos in SSBD that contained sections of hand flapping. Each section in a video exhibiting hand flapping was extracted to create a new clip. The parts of
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the video without hand flapping (ie, with no annotations) were isolated to create control clips. This data curation process is illustrated in Figure 1.

After extracting all positive and control clips from the downloaded videos, we aimed to maximize the amount of training data in each class. Because a hand flapping event occurs within a couple of seconds, we split any clips longer than 2 seconds into smaller clips. We manually deleted any videos that were qualitatively shaky or of low quality. In total, we extracted 50 video clips displaying hand flapping and 50 control videos.

Figure 1. Extraction of positive and control videos. Sections of a video demonstrating hand flapping are separated to create positive videos, and segments between the hand flapping sections are used as control videos.

Feature Extraction

We evaluated five separate feature extraction methods. For four of them, we used the numerical coordinates of the detected hand landmarks concatenated into a 1-dimensional vector as the primary feature representation. For the remaining model, we fine-tuned a mobile-optimized CNN, MobileNetV2 [51], to learn features derived from raw image sequences. We noted that the landmark-based feature representations are privacy-preserved, as they do not require the face of the participant to be shown in the given data for adequate classification.

To extract the hand coordinates, we used MediaPipe, a framework hosted by Google that detects the landmarks on a person’s face, hands, and body [52]. MediaPipe’s hand landmark detection model provides the (x, y, z) coordinates of each of the 21 landmarks it detects on each hand. The x coordinate and y coordinate describe how far the landmark is on the horizontal and vertical dimensions, respectively. The z coordinate provides an estimation of how far the landmark is from the camera. When MediaPipe does not detect a landmark, the (x, y, z) coordinates are all set to 0 for that landmark.

The first landmark-based feature representation approach we tried used all 21 landmarks on each hand provided by MediaPipe to create the location vector fed into the LSTM. SSBD’s videos mostly contain children whose detected hand landmarks are closer together due to smaller hands. This could be a problem when generalizing to older individuals with wider gaps between hand landmarks. To help the model generalize beyond hand shape, one possible solution is to use a curated subset of landmarks.

To eliminate hand shape all together, one could use only one landmark. We tried this method by using a single landmark at the base of the hand. However, because the videos in SSBD may be shaky, reliance on MediaPipe being able to detect this landmark may have led to empty features for some frames. One way to circumvent this problem is to take the mean of all the (x, y, z) coordinates of detected landmarks and use the average coordinate for each hand. We call this method the “mean landmark” approach.

We took the first 90 frames of a video and for each frame, we concatenated the feature vectors and used them as input for each timestep of an LSTM model (Figure 2). We experimented with subsets of landmarks provided by MediaPipe; we tried using all 21 landmarks, 6 landmarks (5 at each fingertip and 1 at the base of the hand), and with single landmarks. We note that the concatenated coordinates of landmarks will always form a vector that is 6 times larger than the number of landmarks used because there are 3 coordinates for a single landmark and 2 hands for which each landmark can be detected.
Figure 2. Hand flapping detection workflow. The initial 90 frames of a single video are each converted to a feature vector, consisting of either the location of coordinates as detected by MediaPipe (depicted here) or a feature vector extracted from the convolutional layers of a MobileNetV2 model. For all feature extraction methods, the resulting feature vectors are passed into an LSTM. The LSTM’s output on the final timestep is fed into a multilayer perceptron layer to provide a final binary prediction. LSTM: long short-term memory.

Model Architecture
The neural network architecture we used for all experiments consisted of an LSTM layer with a 64-dimensional output. The output of the LSTM was passed into a fully connected layer with sigmoid activation to obtain a binary prediction. To minimize overfitting, we also inserted a dropout layer between the LSTM and the dense layer with a dropout rate of 30%. The landmark-based models contained nearly 3 million parameters. (Table 1). We note that the number of parameters depends on the feature approach; Table 1 shows the number of parameters based on our heaviest feature approach of using all 21 landmarks.

We experimented with other model architectures before selecting this model. We found that adding more than one LSTM or fully connected layer did not cause any notable difference in performance; thus, we removed these layers to minimize the model’s capacity for overfitting. We also experimented with the output dimensionality of the LSTM; we tried 8, 16, 32, and 64. We found that using 32 and 64 performed similarly, with 64 usually performing slightly better.

Table 1. Number of parameters in the neural networks using hand landmarks as features. The two feature extraction models collectively contained 3,133,336 parameters. By contrast, MobileNetV2 feature extraction contained 2,260,546 parameters with 2 output classes.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Parameters, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>MediaPipe Hand Detector</td>
<td>1,757,766</td>
</tr>
<tr>
<td>MediaPipe Landmark Extractor</td>
<td>1,375,570</td>
</tr>
<tr>
<td>LSTM(^a) (64 units)</td>
<td>48,896</td>
</tr>
<tr>
<td>Dropout (30%)</td>
<td>0</td>
</tr>
<tr>
<td>Dense</td>
<td>65</td>
</tr>
<tr>
<td>Total</td>
<td>3,182,297</td>
</tr>
</tbody>
</table>

\(^a\)LSTM: long short-term memory.

Model Training
We trained all models with binary cross-entropy loss using Adam optimization [53]. We tried learning rates of 0.0005, 0.0001, 0.0005, 0.001, and 0.1, and found that in almost all cases 0.01 worked best. All models and augmentations were written using Keras [54] with a TensorFlow [55] back end run on Jupyter. No GPUs or specialized hardware were required due to the low-dimensional feature representation, and training a single model took a few minutes on a CPU with 32GB of RAM.

For all models, we trained the model until there was consistent convergence for 10 or more epochs. This resulted in 75 epochs of training across all models. After training, we reverted the model’s weights to its weights for which it performed best. We used this strategy for all feature approaches.

Results
Overview
We used 5-fold cross validation to evaluate each model’s average accuracy, precision, recall, and F1 score across all folds.
for training and testing. However, because of our small data set, the particular arrangement of the videos in each fold substantially affected the model’s performance. To minimize this effect, we ran the 5-fold cross-validation procedure 100 times, each with a different random seed, resulting in a total of 500 distinct folds. We further ensured that each fold was completely balanced in both the training and testing set (50% head banging and 50% not head banging). In all folds, there were 10 videos displaying hand flapping and 10 videos displaying head banging.

We report the mean and SD of each metric across all 500 folds as well as the area under receiver operating characteristics (AUROC). For all feature approaches, we also show the average receiver operating characteristics (ROC) curve across all folds.

### All Hand Landmarks

This approach used all 21 landmarks on both hands for a total of 42 unique landmarks. We show the results of this approach in Table 2. In Figure 3, we show the ROC curves of the model with and without augmentations.

When using all the landmarks, we used graphical interpolation to fill in the coordinates of missing landmarks to help reduce the effects of camera instability. However, when we tried this, we found that it often decreased accuracy and resulted in higher SDs. We therefore decided to discontinue using interpolation when evaluating the approaches described in the next section. We conjecture that the inability of MediaPipe to detect hand key points could be a salient feature for hand flapping detection, and this feature becomes obfuscated once key points are interpolated.

<table>
<thead>
<tr>
<th>Run type</th>
<th>Accuracy (SD; %)</th>
<th>Precision (SD; %)</th>
<th>Recall (SD; %)</th>
<th>F1 (SD; %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>79.7 (1.6)</td>
<td>82.4 (2.67)</td>
<td>76.5 (3.0)</td>
<td>79.0 (1.7)</td>
</tr>
<tr>
<td>Testing</td>
<td>68.0 (2.66)</td>
<td>70.3 (3.6)</td>
<td>65.34 (5.0)</td>
<td>66.6 (3.35)</td>
</tr>
</tbody>
</table>

**Table 2.** Model performance for training and testing when using all hand landmarks in the feature representation.

![All Landmarks Average ROC Curve](image)

**Figure 3.** Receiver Operating Characteristics (ROC) curve across all runs when using all hand landmarks. We achieved an area under receiver operating characteristics of 0.748 (SD 0.26).

### Single Hand Landmark

Here, we describe the mean and one landmark approaches, both of which relied on a single landmark on each hand as the feature representation. We show the results of both approaches, with and without augmentations, in Table 3. In Figure 4, we show the average ROC curve for both approaches.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Train/test</th>
<th>Accuracy (SD; %)</th>
<th>Precision (SD; %)</th>
<th>Recall (SD; %)</th>
<th>F1 (SD; %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean landmark</td>
<td>Training</td>
<td>69.2 (4.1)</td>
<td>70.4 (5.3)</td>
<td>70.6 (7.0)</td>
<td>68.9 (5.12)</td>
</tr>
<tr>
<td>Mean landmark</td>
<td>Testing</td>
<td>65.5 (4.5)</td>
<td>66.7 (7.4)</td>
<td>66.9 (9.6)</td>
<td>64.2 (6.8)</td>
</tr>
<tr>
<td>One landmark</td>
<td>Training</td>
<td>69.2 (3.4)</td>
<td>70.47 (4.4)</td>
<td>69.71 (6.7)</td>
<td>68.7 (4.4)</td>
</tr>
<tr>
<td>One landmark</td>
<td>Testing</td>
<td>65.8 (4.3)</td>
<td>66.5 (7.5)</td>
<td>68.0 (6.7)</td>
<td>64.9 (6.5)</td>
</tr>
</tbody>
</table>

**Table 3.** Model performance for mean versus single landmark feature representations with and without data augmentation.
**Six Hand Landmarks**

We used the six landmarks on the edges of the hands to create the location frames. We achieved an F1 score and classification accuracy of about 72.3% (Table 4). We also achieved an AUROC of 0.76 (Figure 5).

Of all of the landmark-based approaches, the six landmarks approach yielded optimal results. All of the validation metrics were higher with this approach than those previously discussed.

### Table 4. Model performance in training and testing for feature representations containing six landmarks.

<table>
<thead>
<tr>
<th>Run type</th>
<th>Accuracy (SD; %)</th>
<th>Precision (SD; %)</th>
<th>Recall (SD; %)</th>
<th>F1 (SD; %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>76.8 (1.95)</td>
<td>78.7 (2.9)</td>
<td>74.7 (3.5)</td>
<td>76.2 (2.1)</td>
</tr>
<tr>
<td>Testing</td>
<td>69.55 (2.7)</td>
<td>71.7 (3.5)</td>
<td>67.5 (5.5)</td>
<td>68.3 (3.6)</td>
</tr>
</tbody>
</table>

**MobileNetV2 Model**

In the approaches discussed so far, MediaPipe was consistently used as a feature extractor to bring each video frame into a lower-dimensional vector representation. Here, we substituted the MediaPipe feature extractor with MobileNetV2’s [51] convolutional layers (pretrained on ImageNet [56] and fine-tuned on SSBD) as a feature extractor. As with the landmark-based approaches, this extracted vector was fed into an LSTM network to obtain a prediction for whether hand flapping was present in the video. We evaluated this model on the same 100 data sets (500 total folds), as we used for all other approaches. The ROC curve of this model is shown in Figure 6, and the metrics are detailed in Table 5.
The MobileNetV2 model achieved an accuracy and F1 score both around 85%, surpassing the performance of all the landmark-based approaches. The MobileNetV2 models also had a higher capacity to overfit, achieving near perfect accuracies in training (>99.999%), whereas all landmark-based approaches never surpassed 90% for any of the training metrics. We conjecture that this is because the MobileNet V2 model has learned both the feature extraction and discriminative steps of the supervised learning process.

**Figure 6.** Receiver Operating Characteristics (ROC) curve of the Mobile Net. With this method, we achieved an area under receiver operating characteristics of 0.85 (SD 0.03).

<table>
<thead>
<tr>
<th>Run type</th>
<th>Accuracy (SD; %)</th>
<th>Precision (SD; %)</th>
<th>Recall (SD; %)</th>
<th>F1 (SD; %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>97.7 (1.0)</td>
<td>99.5 (0.0)</td>
<td>95.9 (1.7)</td>
<td>97.6 (1.0)</td>
</tr>
<tr>
<td>Testing</td>
<td>85.0 (3.14)</td>
<td>89.6 (4.3)</td>
<td>80.4 (6.0)</td>
<td>84.0 (3.7)</td>
</tr>
</tbody>
</table>

**Comparison of Results**

We conducted a 2-sided t test to determine whether the differences we observed for each approach (including the MobileNetV2 method) were statistically significant. We applied Bonferroni correction across the comparisons, deeming a $P$ value <.005 as statistically significant. We show the $P$ values from comparing all the approaches with each other on the 4 aforementioned metrics in **Table 6**.

Most of the comparisons between approaches were statistically significant after Bonferroni correction. The two single landmark approaches (mean and one landmark) were not statistically significant for any of the metrics.

<table>
<thead>
<tr>
<th></th>
<th>All landmarks vs mean landmark ($P$ value)</th>
<th>All landmarks vs one landmark ($P$ value)</th>
<th>All landmarks vs six landmarks ($P$ value)</th>
<th>All landmarks vs mobile net ($P$ value)</th>
<th>Six landmarks vs mean landmark ($P$ value)</th>
<th>Six landmarks vs one landmark ($P$ value)</th>
<th>Six landmarks vs mobile net ($P$ value)</th>
<th>Mean landmark vs one landmark ($P$ value)</th>
<th>Mean landmark vs mobile net ($P$ value)</th>
<th>One landmark vs mobile net ($P$ value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Precision</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Recall</td>
<td>.15</td>
<td>.01</td>
<td>.004</td>
<td>&lt;.001</td>
<td>.59</td>
<td>.66</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>F1</td>
<td>.002</td>
<td>.02</td>
<td>.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Discussion

Principal Results
We explored several feature representations for lightweight hand flapping classifiers that achieved respectable performance on the SSBD. The highest-performing model used MobileNetV2 to extract features and achieved a test F1 score of 84 (SD 3.7). A model trained with all hand landmarks reached an F1 score of 66.6 (SD 3.35). A model trained with a select 6 landmarks reached an F1 score of 68.3 (SD 3.6). A model trained using a single landmark at the base of the hands reached an F1 score of 64.9 (SD 6.5).

One point of interest in this study is the trade-off between privacy-preserved solutions and performance in diagnostic machine learning tasks. While the MobileNetV2 model outperformed all the MediaPipe classifiers, the MobileNetV2 model lacks the capability to preserve the privacy of the participants, as the participants’ faces were ultimately used in the data needed for classification. We expect this to be a difficulty for future research in the behavioral diagnostic space.

Limitations
The primary limitation of this approach is that without further class labels across a variety of hand-related activities and data sets, there is a probable lack of specificity in this model when generalizing to other data sets beyond the SSBD. Hands can move but not display hand flapping or self-stimulatory movement. Furthermore, stereotypic use of hands may occur in the absence of a formal autism diagnosis. Multi-class models that can distinguish hand movement patterns are required for this degree of precision. Such models cannot be built without corresponding labeled data sets, and we therefore highlight the need for the curation of data sets displaying behaviors related to developmental health care.

For this study to truly generalize, further validation is required on data sets beyond the SSBD. While the SSBD was curated with autism diagnosis in mind, the paper describing the original data set does not necessarily include children with confirmed autism diagnoses. Existing mobile therapies that collect structured videos of children with autism [16-18,40] can be used to acquire data sets to train more advanced models, and these updated models can be integrated back into the digital therapy to provide real-time feedback and adaptive experiences.

Opportunities for Future Work
There are myriad challenges and opportunities for computer vision recognition of complex social human behaviors [57], including socially motivated hand mannerisms. Additional prospects for future work include alternative feature representation and incorporation of modern architectures such as transformers and other attention-based models.

The hand movement classifier we describe here is one of a potential cocktail of classifiers that could be used in conjunction not only to extract features relevant to an autism diagnosis but also to provide insight into which particular symptoms of autism a child is exhibiting. The primary benefit of this approach is for greater explainability in medical diagnoses and a strive toward specificity in automated diagnostic efforts.

Comparison With Prior Work

Gaze Patterns
Gaze patterns often differ between autism cases and controls. Chang et al [58] found that people with autism spend more time looking at a distracting toy than a person engaging in social behavior in a movie when compared to those with typical development. This demonstrated that gaze patterns and a preference to social stimuli is an indicator of autism. Gaze patterns have been used as a feature in machine learning classifiers. Jiang et al [59] created a random forest classifier that used as an input a participant’s performance in classifying emotions and other features about their gaze and face. They achieved an 86% accuracy for classifying autism with this approach.

Facial Expression
Another behavior feature relevant to autism detection is facial expression. Children with autism often evoke emotions differently than neurotypical peers. Volkert et al [62] found that typically developing raters had more difficulty with recognizing sadness in the facial expressions of those with autism than controls. This finding was confirmed by Manfredonia et al [20] who used an automated facial recognition software to compare how easily those with autism and those who are neurotypical could express an emotion when asked. They found that people with autism had a harder time producing the correct facial expression when prompted compared to controls. People with autism typically have less facial symmetry [63]. Li et al [64] achieved an F1 score of 76% by using a CNN to extract features of facial expressions in images that were then used to classify autism. CNNs, along with recurrent neural networks [65], were also applied in Žumino et al’s [66] work where videos were used to classify autism. They achieved 72% accuracy on classifying those with autism and 77% accuracy on classifying typically developing controls.

On-Body Devices
Smartwatch-based systems and sensors have been used to detect repetitive behaviors to aid intervention for people with autism. Westeyn et al [67] used a hidden Markov model to detect 7 different stimulating patterns using accelerometer data. They reached a 69% accuracy with this approach. Albinali et al [68] tried using accelerometers on the wrists and torsos to detect stimulating in people with autism. They achieved an accuracy of 88.6%. Sarker et al [69] used a commercially available smartwatch to collect data of adults performing stimulating behaviors like head banging, hand flapping, and repetitive dropping. They used 70 features from accelerometer and gyroscope data streams to build a gradient boosting model with an accuracy of 92.6% and an F1 score of 88.1%.

Pose Estimation
Pose estimation and activity recognition have also been used to detect self-stimulatory behaviors. Vyas et al [45] retrained a
2D Mask R-CNN [46] to get the coordinates of 15 key points that were then transformed into a PoTion representation [47] and fed into a CNN model for a prediction of autism-related behavior. This approach resulted in a 72.4% classification accuracy with 72% precision and 92% recall. We note that they used a derived 8349 episodes from private videos of the Behavior Imaging company to train their model. Rajagopalan and Goecke [48] used the HDM from a video that gives the dominant motions detected to train a discriminatory model to detect self-stimulatory behaviors. On the SSBD [49], which we also used in this study, they reached an 86.6% accuracy on distinguishing head banging versus spinning behavior and a 76.3% accuracy on distinguishing head banging, spinning, and hand flapping behavior. We note that they did not train a classifier with a control class. Another effort sought to determine whether individuals with autism nod or shake their head differently than neurotypical peers. They used head rotation range and amount of rotations per minute in the yaw, pitch, and roll directions as features for the machine learning classifiers to detect autism [50]. They achieved a 92.11% accuracy from a decision tree model that used the head rotation range in the roll direction and the amount of rotations per minute in the yaw direction as features.
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Abbreviations

- AUROC: area under receiver operating characteristics
- CNN: convolutional neural network
- HDM: Histogram of Dominant Motions
- LSTM: long short-term memory
- PoTion: Pose Motion
- R-CNN: region-based convolutional neural network
- ROC: receiver operating characteristics
- SSBD: Self-Stimulatory Behavior Dataset
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