
JMIR Biomedical Engineering

Engineering for health technologies, medical devices, and innovative medical treatments and procedures
Volume 7 (2022), Issue 2    ISSN 2561-3278    Editor in Chief:  Syed A. A. Rizvi, MD, PhD, MBA, MPH,

BSN

Contents

Review

Detection of Suicide Risk Using Vocal Characteristics: Systematic Review (e42386)
Ravi Iyer, Denny Meyer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Viewpoint

A Bayesian Network Concept for Pain Assessment (e35711)
Omowunmi Sadik, J Schaffer, Walker Land, Huize Xue, Idris Yazgan, Korkut Kafesçiler, Mürvet Sungur. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

Original Papers

Accuracy of Fully Automated 3D Imaging System for Child Anthropometry in a Low-Resource Setting:
Effectiveness Evaluation in Malakal, South Sudan (e40066)
Eva Leidman, Muhammad Jatoi, Iris Bollemeijer, Jennifer Majer, Shannon Doocy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Transforming Rapid Diagnostic Tests for Precision Public Health: Open Guidelines for Manufacturers and
Users (e26800)
Peter Lubell-Doughtie, Shiven Bhatt, Roger Wong, Anuraj Shankar. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

Detection of Mental Fatigue in the General Population: Feasibility Study of Keystroke Dynamics as a
Real-world Biomarker (e41003)
Alejandro Acien, Aythami Morales, Ruben Vera-Rodriguez, Julian Fierrez, Ijah Mondesire-Crump, Teresa Arroyo-Gallego. . . . . . . . . . . . . . . . . . . . . . 65

Noncontact Longitudinal Respiratory Rate Measurements in Healthy Adults Using Radar-Based Sleep
Monitor (Somnofy): Validation Study (e36618)
Ståle Toften, Jonas Kjellstadli, Ole Thu, Ole-Johan Ellingsen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

High-Dimensional Analysis of Finger Motion and Screening of Cervical Myelopathy With a Noncontact
Sensor: Diagnostic Case-Control Study (e41327)
Takafumi Koyama, Ryota Matsui, Akiko Yamamoto, Eriku Yamada, Mio Norose, Takuya Ibara, Hidetoshi Kaburagi, Akimoto Nimura, Yuta Sugiura,
Hideo Saito, Atsushi Okawa, Koji Fujita. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

Telemonitoring of Home-Based Biking Exercise: Assessment of Wireless Interfaces (e41782)
Aref Smiley, Te-Yi Tsai, Wanting Cui, Irena Parvanova, Jinyan Lyu, Elena Zakashansky, Taulant Xhakli, Hu Cui, Joseph Finkelstein. . . . . . . . . . . . . 104

JMIR Biomedical Engineering 2022 | vol. 7 | iss. 2 | p.1

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Review

Detection of Suicide Risk Using Vocal Characteristics: Systematic
Review

Ravi Iyer1, BSc, MSc; Denny Meyer1, PhD
Centre for Mental Health, Swinburne University of Technology, Hawthorn, Australia

Corresponding Author:
Ravi Iyer, BSc, MSc
Centre for Mental Health
Swinburne University of Technology
34 Wakefield Street
Hawthorn, 3122
Australia
Phone: 61 456565575
Email: raviiyer@swin.edu.au

Abstract

Background: In an age when telehealth services are increasingly being used for forward triage, there is a need for accurate
suicide risk detection. Vocal characteristics analyzed using artificial intelligence are now proving capable of detecting suicide
risk with accuracies superior to traditional survey-based approaches, suggesting an efficient and economical approach to ensuring
ongoing patient safety.

Objective: This systematic review aimed to identify which vocal characteristics perform best at differentiating between patients
with an elevated risk of suicide in comparison with other cohorts and identify the methodological specifications of the systems
used to derive each feature and the accuracies of classification that result.

Methods: A search of MEDLINE via Ovid, Scopus, Computers and Applied Science Complete, CADTH, Web of Science,
ProQuest Dissertations and Theses A&I, Australian Policy Online, and Mednar was conducted between 1995 and 2020 and
updated in 2021. The inclusion criteria were human participants with no language, age, or setting restrictions applied; randomized
controlled studies, observational cohort studies, and theses; studies that used some measure of vocal quality; and individuals
assessed as being at high risk of suicide compared with other individuals at lower risk using a validated measure of suicide risk.
Risk of bias was assessed using the Risk of Bias in Non-randomized Studies tool. A random-effects model meta-analysis was
used wherever mean measures of vocal quality were reported.

Results: The search yielded 1074 unique citations, of which 30 (2.79%) were screened via full text. A total of 21 studies involving
1734 participants met all inclusion criteria. Most studies (15/21, 71%) sourced participants via either the Vanderbilt II database
of recordings (8/21, 38%) or the Silverman and Silverman perceptual study recording database (7/21, 33%). Candidate vocal
characteristics that performed best at differentiating between high risk of suicide and comparison cohorts included timing patterns
of speech (median accuracy 95%), power spectral density sub-bands (median accuracy 90.3%), and mel-frequency cepstral
coefficients (median accuracy 80%). A random-effects meta-analysis was used to compare 22 characteristics nested within 14%
(3/21) of the studies, which demonstrated significant standardized mean differences for frequencies within the first and second
formants (standardized mean difference ranged between −1.07 and −2.56) and jitter values (standardized mean difference=1.47).
In 43% (9/21) of the studies, risk of bias was assessed as moderate, whereas in the remaining studies (12/21, 57%), the risk of
bias was assessed as high.

Conclusions: Although several key methodological issues prevailed among the studies reviewed, there is promise in the use of
vocal characteristics to detect elevations in suicide risk, particularly in novel settings such as telehealth or conversational agents.

Trial Registration: PROSPERO International Prospective Register of Systematic Reviews CRD420200167413;
https://www.crd.york.ac.uk/prospero/display_record.php?ID=CRD42020167413

(JMIR Biomed Eng 2022;7(2):e42386)   doi:10.2196/42386
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Introduction

Background
Telehealth alternatives may soon replace in-person visits to
providers of primary health care [1]. Telehealth is effective in
reducing the severity of mental illness [2], leading the Australian
government to commit to universal access to telehealth care
alternatives [3].

The potential utility of telehealth services to the community is
undeniable, being ideally suited to reach sectors of the
population that have historically faced barriers to access. In
particular, rural and remote communities face unique challenges
in terms of both economic disparity and location [4]. Telehealth
services are also appealing to health care consumers of a
younger age (19-44 years) [5]. These cohorts substantially
overlap with those most at risk of suicide [6,7].

Telehealth is also being used in other, more novel ways. Primary
health care providers in the United States are increasingly using
forward triage, where patients are assessed before arrival via
telehealth means and often via a conversational agent [8].
However, this may prove challenging when mental health is the
main presenting issue as suicidality is a feature of most mental
health disorders [9]. Thus, the transition from in-person
provision of health care raises important ethical considerations.
For example, how can escalation in suicide risk be accurately
and efficiently assessed in the absence of in-person cues?

In >50 years of research, traditional methods of suicide risk
assessment (ie, surveys) have yielded little more than chance
accuracy in identifying elevated suicide risk [10]. Franklin et
al [10] suggested that suicide risk assessment would benefit
from the use of risk algorithms that can assess multiple
predictors simultaneously. However, they did not consider the
use of biological markers in their review. Such markers do not
rely on patient testimony and may prove more accurate in the
assessment of suicide risk [11].

Suicide-related biological marker research has focused mainly
on identifying neurobiological changes associated with elevated
risk. However, the downstream effects of these neurobiological
changes may also be apparent and remain underresearched. In
particular, changes in speech production and articulation—the
subject of this review—have been associated with elevated
suicide risk, as indicated in this section. There is an identified
need to leverage these novel technologies in the provision of
real-time adaptive personalization of counseling content to
match consumer emotions [12]. This is consistent with the recent
recommendations of Balcombe and De Leo [13], who also argue
for the real-time tracking of consumer emotions via machine
learning–trained predictive models that can assist in delivering
more timely and efficient mental health care support at scale.

In their review of vocal characteristics used to identify suicide
risk, Cummins et al [14] found that many characteristics could

prove viable in the detection and differentiation of suicide risk
presentations. They identified 4 types of vocal characteristics
used for this purpose: prosodic (long-term changes in rhythm,
stress, and intonation), voice production, formant (changes in
vocal tract properties), and frequency (pitch). Cummins et al
[14] noted that the speech of individuals at high risk of suicide
is often distinguished by a hollow, toneless, and monotonous
quality or by a breathy tone, which corresponds to a marked
change in spectral slope (accuracies of 90% when using this
variable to predict suicide risk) [15]. Cummins et al [14] also
noted that the second formant bandwidth and power spectral
densities between 0 and 1000 Hz are promising candidates for
further research (accuracies of 90% were obtained using a
combination of these features).

Homan et al [16] recently reviewed the use of both voice signals
and text-based data to predict suicide risk. The findings of
Cummins et al [14] were supported by those of Homan et al
[16], who also suggested pause length and jitter (the timing of
the glottal pulse) as additional candidates. However, the authors
did not discuss accuracy of prediction or the methodological
specifications informing the systems of classification used.
However, both Cummins et al [14] and Homan et al [16] agree
that, despite prevailing methodological issues, namely, small
sample sizes, lack of control of covariates, and validity of
ground truth, there is evidence that suicide risk does alter the
human voice in substantive and important ways and may be
predictive of elevated suicide risk. Other authors have also noted
the equivocality of current findings and the need for further
confirmatory research [17].

Objectives
Thus, the primary objective of this systematic review was to
assess the accuracy of vocal characteristics in differentiating
between individuals at risk of suicide and those who are not at
risk. The secondary objective was to assess the methodological
specifications used in these systems of classification.

Methods

Design
This systematic review was conducted using the PRISMA
(Preferred Reporting Items for Systematic Reviews and
Meta-Analyses) standards [18] (Figure 1) and checklist
(Multimedia Appendix 1). The systematic review protocol was
registered with PROSPERO on April 28, 2020 (registration
CRD420200167413) [19]. The Population, Intervention,
Comparator, Outcome, and Study Design framework defined
the research questions and search terms. The research questions
were as follows: Which vocal characteristics can differentiate
between high and low risk of suicide among both adult and
adolescent populations with a high level of accuracy? and What
are the methodological specifications used to derive the vocal
characteristics and inform the levels of accuracy obtained?
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram.

Information Sources
MEDLINE via Ovid, Scopus, Computers and Applied Sciences
Complete, and CADTH, in addition to the gray literature
databases Web of Science, ProQuest Dissertations and Theses
A&I, Australian Policy Online, and Mednar, were searched
initially from January 1, 1990, to December 31, 2020, and
updated in January 2022.

Search Strategy
Search strategies were developed using Medical Subject
Headings and keyword string searches that included synonyms
of “suicide,” “vocal,” and “algorithm” as separate blocks. A
final block of various vocal characteristics was also added,
informed by a preliminary survey of the literature. Gray
literature was included to ensure a breadth of sources and that
insights from unpublished resources might also be included (ie,
theses). As a final step, the reference lists of all the included
studies were reviewed to ensure that all possible studies were
included. Refer to Multimedia Appendix 2 for all terms and
search strategies used.

Inclusion and Exclusion Criteria
The participants were human, with no language or age
restrictions applied. The focus of inquiry was single or multiple
measures of vocal quality, which included measures of volume,
pace, pitch, rate, rhythm, fluency, articulation, enunciation, and
tone. The presence of suicidal ideation or recent behavior was
considered the intervention, whereas the absence of such

ideation or behavior was the comparator. The primary outcome
was a validated measure of suicide risk, whereas no setting
restrictions were applied. The study design included randomized
controlled trials, cohort studies only, and other unpublished
research (ie, theses).

We followed the International Classification of Diseases, 11th
Revision, which defines suicidal ideation as thoughts, ideas, or
ruminations about the possibility of ending one’s life; suicide
behavior as concrete actions that are taken in preparation for
fulfilling a wish to end one’s life; and suicide attempt as a
specific episode of self-harming behavior undertaken with the
conscious intention of ending one’s life.

Studies were excluded when they involved animal populations;
were unrelated to either the evaluation of vocal quality or suicide
risk; did not involve a comparison group; were single-case
studies; or did not provide sufficient detail to establish all the
Population, Intervention, Comparator, Outcome, and Study
Design criteria.

Selection and Data Collection Process
Both authors independently reviewed the title, abstract (step 1),
and full text (step 2) of each publication identified in accordance
with the inclusion and exclusion criteria. NVivo (version 12;
QSR International) [20] was used to classify each publication
for inclusion (green), in doubt (amber), and exclusion (red),
with any in-doubt publications discussed further by the authors
before consensus. Each publication was also coded to provide
a rationale for exclusion (ie, 1=suicide not the primary focus,
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2=non–speech-related, 3=animal study, and 4=no comparison
between groups).

Data Extraction and Quality Assessment
Information was extracted from the included studies according
to the following five categories: (1) participant recruitment and
characteristics, (2) preprocessing methodological considerations,
(3) vocal characteristics, (4) accuracy, and (5) algorithmic
approach to classification.

The included studies were also assessed for quality of evidence
by RI, confirmed by DM using the Oxford Centre for
Evidence-Based Medicine Levels of Evidence. Each study was
rated with a score of 1 to 5, where randomized controlled trials
typically scored higher (score=2) than nonrandomized studies
(score=3). Disagreements were resolved through discussion.

Risk-of-Bias Assessment
RI assessed the methodological quality of the final studies using
the Risk of Bias in Non-randomized Studies tool developed by
the Cochrane Collaboration [21]. The Risk of Bias in
Non-randomized Studies tool involves 3 stages of assessment,
including specification of the research question (stage 1) and
specification of the effect of interest, result to assess,
identification of confounders and cointerventions, risk-of-bias
judgment for each domain, and an overall risk-of-bias
determination for each study (stage 2). This is then synthesized
as an overall risk-of-bias assessment for all studies (stage 3).
The risk-of-bias domains include confounding, selection of
participants, classification of interventions, deviations from
planned interventions, missing data, outcome measurement,
reporting of results, and overall bias. The risk of bias was
assessed as low, moderate, or high. The risk-of-bias assessments
are available in Multimedia Appendix 3 [15,22-41].

Synthesis Methods
The included studies were heterogeneous in terms of the vocal
characteristics assessed and reporting, with classification
accuracies included in some studies and mean outcome measures
included in others. A narrative synthesis was used to organize
the information from the included studies where mean outcome
measures were not reported. The guidelines of Rodgers et al

[42] were applied, which included a preliminary analysis and
exploration of relationships followed by the assessment of the
robustness of the synthesis.

Wherever possible, data were presented in tabular form, with
information broadly organized around study and participant
characteristics, followed by the 2 study questions: classification
accuracy of suicide risk using vocal characteristics in the first
section and methodological steps taken in the second section.

Where mean outcome measures were reported, a random-effects
model meta-analysis was conducted to synthesize the available
information, although multiple vocal characteristics were
typically reported in a small number of studies. Using the R
package metafor (version 3.8-1; R Foundation for Statistical
Computing), standardized mean differences were derived from
the mean outcome measures reported. Standardized mean
differences for each vocal characteristic were then illustrated
using a forest plot. All data used in this systematic review are
available in Multimedia Appendix 4.

Results

Figure 1 illustrates the number of studies that were initially
identified, screened, deemed eligible, and included in the final
analysis.

Summary of the Included Studies
A total of 1074 studies were initially identified. After careful
screening, 21 studies from 4 countries were found to comply
with all inclusion and exclusion criteria. These studies are
summarized in Table 1. The included studies featured 1734
participants overall, with 14% (3/21) of the studies [15,22,23]
involving adolescent populations only. The publications by
Campbell [24], Sanadi [25], and Sinha [26] were theses, whereas
the remaining studies (18/21, 86%) were peer-reviewed journal
articles. Most studies (11/21, 52%) were observational in nature,
and most studies used participant recordings from either the
Vanderbilt II database (8/21, 38%) or the Silverman and
Silverman perceptual study (7/21, 33%). These data sources are
summarized in Table 2. The number of studies published by
year is illustrated in Figure 2 and can be seen to increase slightly
from 2006 onward.
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Table 1. Sample characteristics of the included studies (N=21).

Participant age
(years)

Assessment measureSampleDesignParticipants, NAuthor, year (country)

—aPsychiatric interviewPsychiatric inpa-
tients

Observational30 femaleAnunvrapong and Yingthaworn-
thuk [27], 2014 (Thailand)

—Patient Health Questionnaire-9VeteransLongitudinal124Belouali et al [28], 2021 (Unit-
ed States)

—Clinician-ratedTelephone call
recordings

Observational3Campbell [24], 1995 (United
States)

18-19Okasha Suicidality ScaleUniversity stu-
dents

Cross-sectional100 (60 female
and 40 male)

Figueroa Saavedra et al [29],
2020 (Chile)

25-65Beck Depression Inventory and
Hamilton Depression Rating Scale

Psychiatric inpa-
tients

Observational115 (38 female
and 77 male)

France et al [30], 2000 (United
States)

—Clinician-ratedPsychiatric inpa-
tients

Observational169 (92 female
and 77 male)

Keskinpala et al [31], 2007
(United States)

—Beck Depression Inventory-II,
Hamilton Depression Rating Scale,
Mini International Neuropsychi-
atric Interview, and Pierce Suicide
Intent Scale

Psychiatric inpa-
tients

Observational89 (54 female
and 35 male)

Nik Hashim et al [32], 2015
(Malaysia)

22-62 (mean 42.6,
SD 10.2)

Hamilton Depression Rating ScalePsychiatric inpa-
tients

Controlled study126Nik Hashim et al [33], 2015
(Malaysia)

25-65Hamilton Depression Rating ScalePsychiatric inpa-
tients

Controlled study20 maleOzdas et al [34], 2000 (United
States)

25-65Clinician-ratedPsychiatric inpa-
tients

Controlled study30 maleOzdas et al [35], 2004 (United
States)

25-65Clinician-ratedPsychiatric inpa-
tients

Controlled study30 maleOzdas et al [36], 2004 (United
States)

AdolescentClinician-ratedPsychiatric inpa-
tients or outpa-
tients

Controlled study379Pestian et al [37], 2017 (United
States)

—Clinician-ratedPsychiatric inpa-
tients

Observational60Sanadi [25], 2011 (United
States)

Adult (mean 44.7,
SD 12.37) and ado-
lescent (13-17)

Patient Health Questionnaire-9 and
Beck Depression Inventory

Databases of
recordings

Controlled381Scherer et al [22], 2013 (United
States)

13-17Columbia Suicide Severity Rating
Scale, Suicidal Ideation Question-
naire-Junior, and Ubiquitous
Questionnaire

Psychiatric inpa-
tients

Controlled60Scherer et al [15], 2015 (United
States)

25-65Clinician-ratedPsychiatric inpa-
tients

Observational17Sinha [26], 2013 (United
States)

25-65Clinician-ratedPsychiatric inpa-
tients

Observational30Subari et al [38], 2010
(Malaysia)

13-17 (mean 15.47,
SD 1.5)

Columbia Suicide Severity Rating
Scale, Suicidal Ideation Question-
naire-Junior, and Ubiquitous
Questionnaire

Psychiatric inpa-
tients

Controlled60Venek et al [23], 2017 (United
States)

25-65Beck Depression Inventory-IIPsychiatric inpa-
tients

Observational32 maleYingthawornsuk et al [39],
2006 (United States)

25-65Beck Depression Inventory-IIPsychiatric inpa-
tients

Observational20 femaleYingthawornsuk et al [40],
2007 (United States)

25-65Beck Depression Inventory-IIPsychiatric inpa-
tients

Observational25 maleYingthawornsuk and Shiavi
[41], 2008 (Thailand)

aNot available.
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Table 2. Sources of study participants.

StudiesDetailsParticipant source, year

Database of recordings of interviews with individuals responding to an

advertisement for low-cost psychotherapy; participants met DSM-IVa

criteria for major depression

Vanderbilt II database, 1993 [43] • Anunvrapong and Yingthaworn-
thuk [27]

• France et al [30]
• Ozdas et al [34-36]
• Subari et al [38]

Database of recordings of psychotherapy sessions comparing the effects
of cognitive behavioral therapy with psychopharmacological interventions

Cognitive behavioral therapy and
psychopharmacology study, 1992
[44]

• France et al [30]
• Ozdas et al [34,36]

Database of recordings of psychotherapy sessions and suicide notes of
patients who had attempted or completed suicide within hours to weeks
of the recordings

Silverman and Silverman percep-

tual study, ndb [45]

• France et al [30]
• Ozdas et al [34-36]
• Subari et al [38]

Study involving recordings of Vanderbilt University Hospital emergency
department inpatient admissions

Vanderbilt University Hospital
emergency department

• Nik Hashim et al [32]
• Yingthawornsuk et al [39,40]
• Yingthawornsuk and Shiavi [41]

60 adolescents enrolled in a prospective study, 30 presenting to the emer-
gency department with suicidal ideation and behaviors versus 30 controls
presenting with orthopedic injuries

Cincinnati Children’s Hospital in-
terview corpus

• Scherer et al [15,22]
• Venek et al [23]
• Pestian et al [37]

Database of 621 recordings of distressed and nondistressed individuals
diagnosed with anxiety, depression, and posttraumatic stress disorder; in-
terviews were conducted in person and via an autonomous agent

DAICc, 2014 [46] • Scherer et al [22]

Database of 292 audiovisual recordings of interviews with participants
with depression conducted via an autonomous agent

AVECd • Scherer et al [22]

Database of recordings of interviews with 60 first-year university students
from the Faculty of Health Sciences of the Autonomous University of
Chile, Temuco

Temuco data set • Figueroa Saavedra et al [29]

Large ongoing prospective trial of veterans diagnosed with Gulf War
syndrome

Washington DCe Veterans Affairs
Medical Center trial

• Belouali et al [28]

aDSM-IV: Diagnostic and Statistical Manual of Mental Disorders, Fourth Edition.
bnd: no date.
cDAIC: Distress Assessment Interview Corpus.
dAVEC: Audio-Visual Depression Corpus.
eDC: District of Columbia.

Figure 2. Cumulative number of publications by year.
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What Are the Voice Signal Characteristics That
Distinguish Elevated Suicide Risk From Other
Cohorts?
Most studies (8/21, 38%) used frequency-based characteristics
to differentiate participants at high risk of suicide from depressed
and healthy cohorts, whereas 33% (7/21) of the studies used
power spectral densities, 29% (6/21) used mel-frequency
cepstral coefficients, 24% (5/21) used glottal cycle

characteristics, and 14% (3/21) used timing patterns of speech.
The highest median level of accuracy was attained using timing
patterns of speech (85.5%), followed by power spectral densities
(81.5%). Both the minimum and maximum levels of accuracy
resulted from the use of power spectral densities (30.1% and
98.1%, respectively). In total, 19% (4/21) of the studies used
vocal characteristics from a mixture of categories. For those
studies that reported the levels of classification accuracy (15/21,
71%), median accuracies are reported in Table 3.

Table 3. Median classification accuracies of the voice signal characteristics selected in each study.

Accuracy (%), medianAccuracy (%), rangeStudiesPrimary feature

77.361.0-85.0Frequency-based • Campbell [24]
• Francea et al [30]
• Ozdas et al [34]
• Beloualia et al [28]
• Pestiana et al [37]
• Figueroa Saavedra et al [29]
• Scherera et al [22]
• Sinha [26]
• Veneka et al [23]

81.530.1-98.1Power spectral densities • France et al [30]
• Nik Hashima et al [32]
• Keskinpala et al [31]
• Sanadi [25]
• Yingthawornsuk et al [39]
• Yingthawornsuk et al [40]
• Yingthawornsuk and Shiavi [41]

78.360.0-90.0Mel-frequency cepstral coefficients • Belouali et al [28]
• Nik Hashim et al [32]
• Keskinpala et al [31]
• Ozdas et al [35]
• Subari et al [38]
• Yingthawornsuk et al [40]

78.960.0-85.0Glottal cycle characteristics • Belouali et al [28]
• Ozdasa et al [35]
• Pestian et al [37]
• Scherera et al [15]
• Venek et al [23]

85.566.0-100.0Timing patterns of speech • Nik Hashim et al [32]
• Nik Hashim et al [33]
• Scherer et al [22]

aCombined with other voice biometrics.

A Comparison of 22 Measures for Identifying High
Risk of Suicide
A random-effects model meta-analysis was used to compare 22
different measures nested within 14% (3/21) of the publications.
The included studies [15,22,29] involved 80 participants and
22 different vocal characteristics. The standardized mean
difference for each vocal characteristic is summarized in the
forest plot in Figure 3.

Positive standardized mean differences suggest higher levels
of the vocal characteristic in the high–suicide-risk cohort,
whereas negative standardized mean differences suggest that
higher levels of the characteristic are found instead in the
low-risk group.

A subgroup formed by the frequencies of the first and second
formants applied to each of the 3 conditions reported by
Figueroa Saavedra et al [29] was significant in differentiating
between participants with and without elevated suicide risk.
These significant negative standardized mean differences
suggest that those at high risk of suicide feature lower vocal
tract resonance frequencies, specifically in the lower formant
regions rather than in the higher formant regions (ie, above the
second formant of frequencies). Also of note were jitter values
in the held “A” vowel condition in the study by Figueroa
Saavedra et al [29]. Jitter in this condition yielded significant
positive differentiation for participants with and without high
suicide risk, suggesting that those at higher risk of suicide
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exhibited higher levels of roughness or hoarseness of articulation.

Figure 3. Random-effects meta-analysis forest plot illustrating 22 vocal characteristics in 3 studies.

What Are the Methodological Specifications Used?
Preprocessing is an important stage that occurs before the
classification of vocal characteristics. This involves
modifications to the voice signal to ensure greater precision in
isolating its specific characteristics. Multimedia Appendix 5
illustrates an ideal preprocessing workflow.

The reviewed studies used a range of software for preprocessing
and analysis of the vocal characteristics, including Microsound
Editor [30,34,35,38,47] to identify and remove silence segments,
MATLAB [22,23,25,26,30,39,48], COVAREP [22,23,37,49],
and Praat [29,50] to facilitate subsequent analyses.

Most studies (11/21, 52%) [24,27,30,31,34-36,38-41] first
converted the signal from analog to digital using a 16-bit
recording at a sampling rate of 10 kHz. However, since 2010,
recordings were sampled at higher rates. Venek et al [23] and
Scherer et al [15,22], for instance, sampled speech at 16 kHz,
whereas the remaining studies (19/21, 90%) [25,26,29,32,51]
sampled it at 44.1 kHz.

All studies (21/21, 100%) then used a band-pass antialiasing
filter to restrict the digital signal to a frequency range of 0 to
5000 Hz. Campbell [24] was the only author to analyze
recordings sourced from telephone calls; thus, a band-pass filter
restricting the frequency range to between 300 and 3000 Hz
was automatically applied. After filtering, the signal was
normalized [25,26,30,35,36,39-41] and detrended [25,30,39-41]
to facilitate comparison between speakers and isolate the
variable signal components, respectively.

Following these steps, the voice signal was differentiated
between voiced and unvoiced types in 14% (3/21) of the studies.
Subari et al [38] categorized voiced segments by the presence
of cepstral peaks, Ozdas et al [34] differentiated between voiced
and unvoiced signals using a discrete wavelet transform, whereas
Sinha [26] adapted this approach to include 5 band-pass filters
instead that selectively identified signal energies corresponding
to each subband.

As noted, power spectral densities were investigated in several
studies (6/21, 29%) [26,30,31,39-41]. Power spectral densities
are derived from short-windowed segments of the voice signal.
All studies (21/21, 100%) applied nonoverlapping Hamming
windows to filter each 40- or 51.2-millisecond signal segment.
A total of 10% (2/21) of the studies [38] used linear predictive
coding applied to 15- and 25.6-millisecond segment durations
to derive the first 3 formants and bandwidths.

Finally, most studies (7/21, 33%) used quadratic discriminant
analysis to classify the voice signals of participants at high risk
of suicide from other cohorts, and 57% (12/21) of the studies
used either maximum likelihood, linear discriminant analysis,
or support vector machines. As demonstrated in Table 4, the
highest median level of accuracy was obtained using quadratic
discriminant analysis. Both the minimum and maximum levels
of accuracy were also recorded using quadratic discriminant
analysis (21.4% and 100%, respectively). The median levels of
classification accuracy are summarized in Table 4.
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Table 4. Median accuracies achieved by classification algorithm.

Classification accuracy (%)StudiesAlgorithm

MedianRange

80.060.0-85.0Maximum likelihood • Ozdas et al [34]
• Ozdas et al [35]
• Ozdas et al [36]
• Subari et al [38]

79.730.1-98.1Linear discriminant analysis • France et al [30]
• Nik Hashim et al [51]
• Sanadi [25]
• Sinha [26]

85.421.4-100.0Quadratic discriminant analysis • Nik Hashim et al [51]
• Keskinpala et al [31]
• Sanadi [25]
• Sinha [26]
• Yingthawornsuk et al [39]
• Yingthawornsuk et al [40]
• Yingthawornsuk and Shiavi [41]

75.069.0-81.0Hierarchical mixed model • Scherer et al [15]

75.961.0-85.0Support vector machine • Pestian et al [37]
• Scherer et al [15]
• Venek et al [23]
• Belouali et al [28]

Risk of Bias and Quality Assessment
The risk of bias was assessed to explore the variability in the
quality of the included publications. None of the included studies
were at low risk of bias. In 43% (9/21) of the studies, the risk
of bias was moderate [15,22,23,26,28-30,32,36-41], whereas
in the remaining 57% (12/21), the risk of bias was assessed as
high [24,25,27,31,33-35]. The main sources of bias were
confounding factors, selection of participants, and selective
reporting of results. The quality of evidence of most (18/21,
86%) of the included studies [15,22,23,27-37,39-41] was
assessed with a rating of 3, whereas 14% (3/21) of the studies
[17,24,52] were assessed at the lowest rating of 5.

Discussion

Principal Findings
A systematic review (1995-2021) was undertaken with 2
objectives in mind: to identify which vocal characteristics could
accurately differentiate between individuals at high risk of
suicide compared with those at lower risk and identify the
methodological specifications that inform the derivation of each
vocal characteristic and the classification accuracies that result.

A number of vocal characteristics were found to differentiate
between high risk of suicide and comparison cohorts with a
high level of accuracy. Of note were the median accuracies
obtained using the timing patterns of speech (median accuracy
85.5%) and power spectral densities (median accuracy 81.5%).
Furthermore, a random-effects meta-analysis that included 22
vocal characteristics from 14% (3/21) of the studies revealed
that frequencies within the lower formants (1 and 2) and jitter
provided significant standardized mean differences between

high- and low–suicide-risk signals, suggesting that participants
at high risk of suicide may have lower vocal tract resonance
frequencies while speaking with greater roughness of speech.

These results are broadly consistent with several recent
investigations that have also found significant increases in lower
formant frequencies under stressful conditions, suggesting a
reduction in articulatory clarity [17]; decreases in the quantity
of speech among those at high risk of suicide [53]; and changes
in jitter, a measure of cycle-to-cycle variation in the fundamental
frequency that decreases under anxiety-producing conditions
[17].

The findings of this study that mel-frequency cepstral
coefficients characterize muscle tension and control of the vocal
tract, a measure particularly sensitive to changes in stress, are
also supported by previous research [54]. However, although
increases in root mean squared amplitude or loudness have been
found among speakers at high risk of suicide in more recent
studies [55], the use of this variable was limited to only select
studies reviewed (2/21, 10%) [30,37].

This review also aimed to identify the system specifications
used to derive each vocal characteristic and their levels of
accuracy. All studies (21/21, 100%) were found to adopt a
similar workflow of preprocessing steps that broadly included
(1) conversion from analog to digital signals, (2) band-pass
filtering, (3) normalization and detrending, (4) differentiation
between voiced and unvoiced signals, (5) removal of silent
passages, and (6) signal segmentation before classification.

Although most studies (12/21, 57%) used band-pass filtering
to remove frequencies >5000 Hz, only Campbell [24] used
recordings sourced from telephone calls. As noted by the author,
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these sources automatically filter signals to between 300 and
3000 Hz. Although noise is reduced, this approach also removes
the fundamental frequency from the signal signature but is
known to overestimate the first formant frequency values by as
much as 13% [56]. These may be important considerations for
future studies that aim to source data from more novel settings
such as telephone helplines or conversational agents.

Most studies (14/21, 67%) discussed the use of signal
normalization to ensure a comparison between speakers.
However, only in the study by Subari et al [38] was the effect
on the overall accuracy of different forms of normalization
investigated. Both a maximum likelihood–derived warping
factor and normalization based on median third formant values
were optimized based on the levels of classification accuracy.
The authors noted that the formant-derived approach is
preferable given its lower computational load and consideration
of the sex of the participant. Normalization is a crucial
consideration when the vocal tract of speakers can differ by as
much as 7 cm [57].

Detrending was discussed in some studies (5/21, 24%). It is
presumed that, by removing the mean signal, the authors sought
to reveal the nonstationary signal components that might better
differentiate one speaker from another. Although voice signals
are known to be stationary only over short time frames (<40
ms) [58], several studies (8/21, 38%) used signal segmentation
in excess of 50 milliseconds. The strategy of mean removal
with potentially nonstationary signals risks dampening
low-frequency sounds while attenuating high-frequency sounds
and can also introduce secondary artifacts that may cloud
ongoing analyses [58]. The preference in several studies (5/21,
24%) to detrend via discrete wavelet transform overcomes many
of the aforementioned issues and appears well suited to the
analysis of nonstationary signals at longer time frames of
capture.

Given the differences in the frequency and amplitude spectra
between voiced and unvoiced segments of speech, it is
unsurprising that most of the reviewed publications (11/21,
52%) opted to differentiate between these signal types before
classification. In total, 3 different approaches to voiced or
unvoiced signal differentiation were used: approximation of
voiced signals via the presence of cepstral peaks; frequency
mapping via discrete wavelet transform using the highest-scale

wavelets (25) to categorize voiced signals; and selective
band-pass filtering with frequencies >2500 Hz categorized as
unvoiced, whereas signals between 320 and 2499 Hz were
categorized as voiced. Further investigation is required to
determine which approach best optimizes accuracies of
classification; however, selective band-pass filtering has the
advantage of not altering the signal in any way.

Regarding those studies that analyzed power spectral densities
(9/21, 43%), nonoverlapping Hamming windows were the
preferred approach to derive the short–time frame Fourier
transform, converting the signal from the time to the frequency
domain. This nonstandard approach has the effect of capturing
frequencies at regular intervals corresponding to window width
while introducing high frequencies as each window tapers into
the next. The standard approach that incorporates overlapping

windows, smoothing the effects at the tails, seems preferable
to the nonstandard approach commonly used [59].

In only a minority of the reviewed studies (3/21, 14%) was
supervised machine learning used (support vector machine).
However, the highest median levels of accuracy were obtained
not when these advanced forms of classification were used but
rather when unsupervised quadratic discriminant analysis was
used. Contrary to the much touted superiority of supervised
machine learning methods, our findings suggest that higher
levels of accuracy were instead obtained using less complex
classification approaches. However, further investigation using
more sophisticated approaches such as neural networks is clearly
warranted.

In only the study by Scherer et al [15] was a mixed-effects
model used. This approach might better capture the correlated
structure of voice signal segments and better account for
intraspeaker variance than other approaches.

Future Directions and Implications for Practice
Suicide risk has been treated as static, stable, and invariant
following initial assessment. Recent studies demonstrate that
suicide risk can, in fact, change dramatically over time,
suggesting that future studies might use insights from ecological
momentary assessment [52,60]. Alternatively, future studies
could adopt the approach of Campbell [24] by using trained
personnel to assess the changing level of suicide risk across
time within each recording as well as between recordings. Such
approaches might better reflect the real-time change in
suicidality, acknowledging that individuals frequently cycle in
and out of risk.

In the reviewed literature, risk assessments were typically
performed by coauthors (eg, Silverman in the study by Campbell
[24] or Salomon in the study by Sinha [26]), an approach that
may bias the objective assessment of risk. Future research might
use multiple assessors of suicide risk where measures of
interrater reliability can be analyzed and possible biases can be
isolated and addressed.

Our analysis of the preprocessing workflows suggests that
greater transparency regarding methodological considerations
is urgently required. The reviewed publications were clearly
aimed at an informed and knowledgeable engineering
readership, and it was common to refer to complex methods
using technical terms (eg, windowing). It would assist in
reproducibility to understand preprocessing decisions in greater
detail (ie, window type).

Certain vocal characteristics have been proven to more
accurately differentiate between high and low risk of suicide.
In particular, the timing patterns of speech and the vowel space
occupied by different speaker articulations hold considerable
promise. Also of note are insights derived from power spectral
densities and frequency-related categories, underused methods
such as the Liljencrants-Fant model of glottal flow, and
mel-frequency cepstral coefficients. However, as demonstrated
by Pestian et al [37] and Venek et al [23], the future of research
in this field leans toward combining multiple features within
high-powered machine learning algorithms such as support
vector machine, although it should be noted that lower-powered
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approaches appeared in this review to yield greater levels of
accuracy (ie, quadratic discriminant analysis).

The power of these advanced machine learning algorithms can
only be used with an adequately powered sample. Cummins et
al [14] called for greater collaboration between research teams
to address this ongoing problem. An alternative approach might
be to secure greater industry partnerships and look to novel
settings with high call volumes such as telemental health. Given
that a recent review found poor support for conventional suicide
screening methods [10], there is a clear case for incorporating
voice signal–informed analysis into existing telehealth and other
e-services, in particular suicide helplines. These settings
typically have large call volumes that increasingly feature
elevated risk of suicide, particularly in the COVID-19 era.
However, such collaborations also raise other ethical issues
such as how best to safeguard callers’ rights to privacy and
secure consent.

Limitations
There are some limitations to this review. Of note was the lack
of specificity in the definitions of high risk of suicide. In only
43% (9/21) of the studies analyzed, the high-risk cohorts were
truly reflective of imminent risk of suicide. These studies used
recordings of participants sourced from the Silverman database
of suicide notes left by patients who had either attempted or
completed suicide or, alternatively, from the Cincinnati
Children’s Hospital interview corpus, where participants were
recruited and interviewed immediately following presentation
at emergency departments with acute suicidality. In the
remaining studies (12/21, 57%), participants were assigned to
the high-risk cohort based on cutoff scores on diverse
psychometric tests, including the Beck Depression Inventory
and Hamilton Depression Rating Scale. Several large-scale
reviews [10,61-63] attest to the low precision and recall of
suicide rating scales, suggesting that participants assigned to
cohorts with high risk of suicide in these studies may also feature
a proportion of false positives and, conversely, a proportion of
false negatives in the control groups.

There was also a diversity of vocal characteristics trialed. Across
the reviewed publications, it was challenging to find the same
set of features replicated in other samples. It was more common
to find a single characteristic combined with others to optimize
discrimination between levels of suicide risk. This presented
difficulties in determining which features might be reliably
accurate across different settings.

Except for a notable large-scale multicenter trial [37], most of
the reviewed studies (17/21, 81%) involved small samples,
typically <60 participants, sometimes divided between 3
comparison groups [38,41]. As highlighted by Button et al [64],
small-sample research is plagued by a number of issues, namely,
reduced power, low reproducibility of results, and reductions
in the likelihood that the results obtained reflect a true effect.
Undoubtedly, these problems are amplified when the sample
size of the comparison groups is <10, as was the case in several
of the studies reviewed (8/21, 38%) [24,26,34-36,38,40,41].
Also of consideration were the high proportion of studies
involving psychiatric inpatients (17/21, 81%) and the

homogeneity of the databases from which participants were
recruited, further limiting generalizability.

Also of note were the controlled conditions within which the
trials took place. It was common for participants to be invited
into a room away from extraneous noise and asked to read
prescripted text such as the rainbow passage (eg,
Yingthawornsuk et al [39]) or to articulate prolonged vowel
sounds (eg, Scherer et al [22]). Although these research
protocols increase the likelihood of uncovering candidate vocal
characteristics, they also reduce the generalizability of the
research findings to other settings, particularly to telephony and
other novel eHealth-based applications where these controls are
impractical to implement and noise is the rule rather than the
exception. Except for the study by Campbell [24], no studies
sourced participants from these more ecologically valid settings.

There was a paucity of detail relating to specific preprocessing
elements supported by the high risk of bias prevailing among
the reviewed studies. One of the cardinal requirements for
cumulative science is that methodologies are replicable [65].
Publications are increasingly restricting the number of allowable
words. Prospective authors might be tempted to limit
descriptions of the methodology in favor of the results and
discussion. However, most publications also allow for
appendixes that can provide supplementary information relating
to the methodology.

However, there were also notable strengths to this review. This
review has expanded upon the findings of Cummins et al [14]
and Homan et al [16] in important ways. We have updated the
research findings to 2021, and based on the accuracy of
discrimination between levels of suicide risk, we were able to
identify a number of promising candidate vocal characteristics
that warrant further investigation. We were also able to identify
and discuss a number of preprocessing steps used before the
classification of voice signals.

Conclusions
The data indicate that several characteristics successfully
differentiate between individuals at high and low risk of suicide.
An analysis of power spectral density subbands yielded high
accuracies of discrimination between comparison groups (eg,
90.3% accuracy in the study by Yingthawornsuk et al [40]);
however, the studies that used power spectral densities disagreed
on whether the lower- or higher-frequency subbands were of
key importance and also disagreed on the need for single or
combined feature analyses. Second, several studies (4/21, 19%)
found higher formant frequencies and a narrowing of bandwidth
among those at elevated risk of suicide [22,23,29,30]. Higher
levels of predictive accuracy were found when formant features
were combined with other features (eg, 80% accuracy in the
study by France et al [30]). Third, Nik Hashim et al [32,51] and
Scherer et al [22] found that the timing patterns of speech in
speakers at elevated risk of suicide differed in a number of
important ways from those of speakers at low risk of suicide.
In particular, pauses were protracted, whereas certain vowel
sounds were held for longer periods among those at elevated
risk of suicide. Fourth, both the study by Anunvrapong and
Yingthawornthuk [27] and the study by Ozdas et al [35] found
that the analysis of mel-frequency cepstral coefficients—which
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attempts to mimic the energy spectrum of human
hearing—successfully differentiated between speakers at high
and low risk of suicide. However, a reduced filter bank (first 4
frequencies) yielded greater accuracies. Finally, both Scherer
et al [22] and Venek et al [23] found that certain coefficients of
the Liljencrants-Fant model of glottal flow significantly
differentiated between high and low risk of suicide, suggesting

that those at high risk of suicide often speak in breathier tones.
This was particularly apparent among adolescents.

Although this systematic review revealed a number of
limitations in the current literature in this field, the level of
accuracy achieved is promising, suggesting that future research,
particularly in more novel areas of telemental health, holds
considerable promise for the detection and prevention of suicide
in the community.
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Abstract

In this study, we propose an approach that provides a useful data summary related to a patient’s experience of pain. Because pain
is a very important but subjective phenomenon that currently has no calibratable method for assessing it, we suggest an approach
that uses calibratable biomarker sensors with the patient’s self-assessment of perceived pain. We surmise that such an approach
may only be able to clearly distinguish between cases in which the available evidence is consistent. However, this information
may provide clinicians with valuable insights, and as research progresses into how biomarkers are related to pain, more specific
insights may emerge regarding how specific evidence inconsistencies may point to particular pain causes. We provide a brief
overview of pain science, including the types of pain, contemporary pain theories, pain, and pain assessment techniques. Next,
we present novel approaches to pain sensor development, including an overview of research on pain-related biomarker sensors
and artificial intelligence methods for summarizing the evidence. We then provide some illustrations of the implementation of
our approach. Some specifics are presented in the Methods section of this paper. For example, in a set of 379 patients, we observed
80% evidence of consistency and 5 types of inconsistencies. Information regarding the gender and individual differences in
cyclooxygenase-2 and inducible nitric oxide synthase data on reported pain could contribute to the inconsistency. Different causes
of inconsistencies are also attributed to cultural or temporal variability of cyclooxygenase-2 and inducible nitric oxide synthase
(as well as their serum variation and half-life), visual analog scale, and other tools. We emphasize that this presentation is
illustrative. Much work remains to be done before implementing and testing this approach in a clinically meaningful context.

(JMIR Biomed Eng 2022;7(2):e35711)   doi:10.2196/35711

KEYWORDS

pain science; pain biomarkers; novel biosensors; Bayesian network; artificial intelligence; AI evidential reasoning; pain self-report;
probability of pain levels; cyclooxygenase-2; COX-2; inducible nitric oxide synthase; iNOS

Pain and the Scope of This Work

Pain is largely subjective yet critical to assess for clinicians to
provide proper care. A major challenge (much discussed in the

literature) is that, at this time, there is no objectively calibratable
way to measure pain. This study aims to present a novel
approach to address this problem. Rather than seeking a specific
calibratable pain scale, we propose an approach that combines
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calibratable measures of pain-related biomarkers with patient
self-assessments of perceived pain using artificial intelligence
(AI) methods that can at least provide a view of the extent to
which available evidence is consistent. We postulate that with
an appropriate set of evidence, we may discover specific patterns
of evidence that will provide valuable insights that clinicians
may use to improve pain care. We present a modest illustration
of an approach to this problem by using two pain-related
biomarkers, cyclooxygenase-2 (COX-2) and inducible nitrous
oxide synthase (iNOS), and a Bayesian network (BN) model.
The reader should keep in mind that this illustration is only an
example and is not meant to be the answer. Much work remains
to be done and will require a dedicated team of pain experts,
including those knowledgeable in pain care and neurology, with
biochemical or molecular biology of pain mechanisms.

A Brief Overview of Pain

Pain Defined
According to the International Association for the Study of Pain,
pain is an unpleasant sensory and emotional experience
associated with, or resembling that is associated with, actual or
potential tissue damage [1]. One common distinction is between
acute and chronic pain. Acute pain is typically caused by the
stimulation of peripheral nerve endings because of inflammation
or trauma or interference with nerve pathways (neuropathic)
because of the nerve being severed (for example, during
surgery). Tissue healing generally results in the cessation of
acute pain. Chronic pain arises in acute pain situations, generally
when the acute pain is very intense or lasts for an extended
period. It is important to remember that in most situations, acute
pain serves as a critical protective mechanism in preventing

further tissue injury. By reducing the risk of continued trauma,
the tissue can heal more rapidly and the pain will subside. The
main challenge in dealing with intensive acute pain is to prevent
the overuse of strong opioids, morphine, codeine, and cocaine,
leading to addiction through the euphoria created using these
medications.

According to the National Health Interview Survey of 2019, a
total of 50.2 million or approximately 20.5% of American adults
experience chronic pain, with the most common examples being
back pain and hip, knee, or foot pain [2]. Chronic low back pain
affects a significant segment of the population. It is a
heterogeneous disease that includes several causes of pain
syndromes, latent molecular pathologies, genetic and
psychological factors, and a history of injury. The Institute of
Medicine has estimated that chronic pain affects approximately
100 million adults in the United States, with an estimated annual
cost of up to US $635 billion [3].

Pain is perceived centrally and is strongly influenced by
physical, physiological, and social or cultural factors. Another
distinction often made is between pain caused by tissue damage
(sometimes called inflammatory or nociceptive) and pain caused
by nerve damage (neuropathic), where nerve signals may not
be driven by local tissue damage.

Types of Pain
Depending on the quality, quantity, and duration, pain can be
categorized into 2 major types: nociceptive and neuropathic
pain. Distinguishing them is very important if proper treatment
is to be achieved, because their causes and treatments are
different. Figure 1 shows the classification of the major types
of pain and contemporary theories of pain.

Figure 1. Classification of the major types of pain and contemporary pain theories.

Nociceptive Pain

Nociceptive pain can be attributed to tissue damage. Whole or
undamaged neurons report damage, and pain is experienced [4].
It can be subdivided into somatic and visceral (gut) pain. This
pain may be localized, constant, and often with an aching or
pulsating quality. Nociceptive pain can be experienced as razor
sharp, dull, or aching. Visceral pain is a subtype of nociceptive
pain that involves the internal organs and tends to be episodic
and poorly localized [5]. This type of pain is usually acute and
is responsive to nonsteroidal anti-inflammatory drugs and

opioids [6]. Examples of this type of pain include inflammation,
burns, bruises, bone pain, and myofascial pain.

Neuropathic (Nerve) Pain

Neuropathic pain results from an injury or the malfunction of
the peripheral or central nervous system [7,8]. This pain is often
precipitated by an injury that may or may not involve actual
damage to the nervous system [9]. Nerves can be permeated or
compressed by tumors, suppressed by scar tissues, or inflamed
by infections. This pain frequently involves burning, piercing,
or electric shock qualities [9]. This type of pain may persist
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beyond the apparent healing of any damaged tissue. Neuropathic
pain is often chronic and tends to have a less robust response
to treatment with nonsteroidal anti-inflammatory drugs and
opioids but may respond well to other drugs such as antiseizure
and antidepressant medications [9]. Neuropathic problems tend
to be irreversible, but partial improvement is often possible with
proper treatment [7,8].

Examples include postherpetic neuralgia, nerve injury, cancer
pain, phantom limb pain, entrapment neuropathy, and peripheral
neuropathy (widespread nerve damage) [7,8]. Diabetes is among
the many causes of peripheral neuropathy, but it can also be
caused by chronic alcohol use, chemotherapy, vitamin
deficiencies, and numerous other medical conditions, many of
which may sometimes go undiagnosed [9].

Theories of Pain
Several theories of pain have been postulated for centuries to
explain the mechanisms underlying pain perception [10-13].
The most modern theories include the specificity, intensity,
pattern, and gate control theories of pain.

The specificity theory teaches that when specific nociceptive
receptors in the periphery are stimulated, they transmit signals
to the brain’s pain center, which ultimately produces the
perception of pain. This theory holds that the amount of pain is
related to the amount of tissue damage. Assuming that the free
nerve endings are the pain receptors, the theory has failed to
find the pain receptors or the fibers specifically devoted to
transmission, and it does not account for people who continue
to experience pain long after the injury has healed.

The intensive (or summation) theory of pain asserts that pain
is not a unique sensory experience but an emotion that occurs
when a stimulus is stronger than usual. According to this theory,
pain results from excessive stimulation of the sense of touch,
with summation occurring in the dorsal horn cells. This explains
why some form of summation must occur for subthreshold
stimuli to become unbearable. The pattern theory of pain states
that any somesthetic sensation occurs through a particular neural
firing. This asserts that there are no specialized receptors. Pain
occurs when the rate and pattern of sensory inputs exceed a
threshold. The intensity evokes a pattern of impulses that are
interpreted by the brain as pain.

The gate control theory claims that pain operates at the spinal
level. It recognizes experimental evidence that supports the
specificity and pattern theories. It carefully discusses the
shortcomings of the specificity and pattern theories and attempts
to bridge the gaps between the 2 dominant theories.

According to the pain gate control mechanism, Melzack and
Wall (1965 [11]) accepted that there are nociceptors (pain fibers)
and touch fibers. The pain gate mechanism was proposed as an
alternative to the specificity theory of pain, which holds that
pain is a specific modality with its own specialized sensors,
neuronal pathways, and centers [14] and the pattern theory,
which maintains that the stimulus intensity of nonspecific
receptors and central summation are critical determinants of
pain [15]. The pain gate control mechanism postulates that
injury is transmitted from pain receptors to the central nervous
system (CNS) via two types of nerve fibers: (1) small

unmyelinated fibers (C-type) and (2) large myelin-containing
fibers (A delta type), which transmit sharp, brief pain rapidly
via the peripheral nerves through a gate mechanism.
Larger-diameter nerve fibers pass through the same gate. If
other subcutaneous stimuli are transmitted, the “gate” through
which the pain impulse must travel is temporarily “blocked”
by the other stimuli. The brain is unable to acknowledge pain
impulses when transmitting other stimuli. When the gates are
open, pain impulses flow freely.

The theory, as originally propounded, states that the opening
or closing of the “gate” depends on the relative activity of
large-diameter (normal receptors) and small-diameter (pain
receptors) fibers. It teaches that activity in large-diameter fibers
tends to close the “gate,” and activity in small-diameter fibers
tends to open it [12]. Garrison and Foreman [16] support this
theory, demonstrating that the cell activity of dorsal horn
neurons decreases during transcutaneous electrical nerve
stimulation (TENS) application to somatic receptive fields.
Ultimately, this can potentially transmit noxious information
to supraspinal levels. These findings support the “gate control
theory of pain” in that less noxious information would be
involved in the pain perception process. Garrison and Foreman
[16] also showed that there is a differential effect in that more
cells respond to conventional high-frequency, low-intensity
TENS variables than they do to low-frequency, high-intensity
ALTENS variables.

Biochemical Nature of Pain
Inflammation has been associated with pain. In a unifying theory
of pain, the biochemical theory origin of pain asserts that
regardless of the type of pain, whether acute pain or chronic
pain as in arthritis, migraine, back or neck pain from herniated
disks, complex regional pain syndrome or reflex sympathetic
dystrophy pain, fibromyalgia, interstitial cystitis, neuropathic
pain, or poststroke pain, the underlying basis is inflammation
and the inflammatory response [17-19]. Therefore, irrespective
of the characteristics of the pain, whether it is sharp, dull, aching,
burning, stabbing, numbing, or tingling, it is asserted that all
pain arises from inflammation and the inflammatory response.
However, pain could be subjective, with pain reported without
any tissue damage or underlying pathophysiological cause.
Studies have shown that stress, anxiety, and other psychological
factors may be responsible for the elevation in biomarkers.

According to the unifying theory of pain pioneered by Omoigui
[17-19], the origin of all pain is inflammation and the
inflammatory response. Biochemical mediators of inflammation
include cytokines, neuropeptides, growth factors, and
neurotransmitters. Irrespective of the type of pain, acute or
chronic pain, peripheral or central pain, and nociceptive or
neuropathic pain, the underlying origin is inflammation and the
inflammatory response. The activation of pain receptors,
transmission and modulation of pain signals, neuroplasticity,
and central sensitization are all one continuum of inflammation
and the inflammatory response. This theory proposes the
reclassification and treatment of pain syndromes based on the
inflammatory profile. Every pain syndrome has an inflammatory
profile consisting of the inflammatory mediators present in the
pain syndrome. The inflammatory profile may vary from one
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person to another and may vary in the same person at different
times. The key to the treatment of pain syndromes is to
understand their inflammatory profiles. The concentrations of
several substances, namely substance P, calcitonin gene-related

peptide, bradykinin, and various cytokines, are measurably
elevated in the milieu of the active trigger point, indicating a
chemical inflammatory response (Figure 2).

Figure 2. Biochemical signaling mechanism and the role of biomarkers in pain activation. COX: cyclooxygenase; GNG7: G-protein subunit gamma
7; IL: interleukin; iNOS: inducible nitric oxide synthase; MFAP: microfibril-associated protein; TNF: tumor necrosis factor.

Inflammatory pain is felt through multiple mediators released
at inflammation sites that send information to the CNS. At the
inflammation site, arachidonic acid is released by phospholipase
A2 into the cell membrane. Cyclooxygenase-2 (COX-2)
catalyzes the conversion of arachidonic acid into prostaglandin
G2 (PGG2), and the peroxidase further reduces PGG2 to
prostaglandin H2 (PGH2), which is eventually converted into
prostanoids, prostacyclin, and thromboxanes. These products
bind to various receptors that signal pain in the CNS. Extensive
literature supports the relationship between COX-2 and pain,
with the amount of COX-2 being proportional to the magnitude
of pain. In addition, many of the most widely used pain
medications (eg, aspirin and nonsteroidal anti-inflammatory
drugs) act through the COX-2 pathway, implying that, among
other things, the detection of COX-2 could represent a direct
measure of pain [20-28].

The fundamental origin of inflammatory pain is the activation
of pain receptors, which leads to pain transmission (Figure 2).
At the biochemical level, several factors are essential including
neurotransmitters, cytokines, and growth factors. Despite the
underlying biochemical nature of pain, few studies have focused
on medical assessments to determine the nature of pain at the
molecular level. It is important to remember that in most
situations, acute pain serves as a critical protective mechanism
in preventing further tissue injury. By reducing the risk of
continued trauma, the tissue can heal more rapidly, and the pain
will subside. The main challenge in dealing with intensive acute
pain is to prevent the overuse of strong opioids, which can lead
to addiction to the euphoria created by the use of these
medications.

Chronic pain presents a very different challenge. The perception
of pain, particularly chronic pain, is a process that uses partial,
multimodal, and noisy information to create the perception of
a potential bodily threat even long after the tissue has healed
[29]. The issue of addressing chronic pain is challenging,
because, following tissue healing, there is no peripheral
stimulation—that is, there is no pain source, but there is a
sensation of pain. Pain arises directly within the CNS, usually
through central sensitization. Central sensitization results in 3
pain-related outcomes: hypersensitivity, pain in response to
nonnoxious stimuli, and pain response outside the area of injury.
These responses are mediated in the dorsal roots of the spine
by several chemical agents, including substance P and
prostaglandins such as cyclooxygenases.

On the basis of these pain theories, we propose an approach that
acquires accurate measurements of biomarkers of the underlying
pain processes. One approach is to develop analytical biosensors
that can accurately measure pain markers. A biosensor is an
analytical device that consists of a recognition element (eg,
enzymes, antibodies, nucleic acids, cells, or micro-organisms)
combined with a transducer or detector element that responds
to the interaction of an analyte, allowing for an easy method of
measuring and quantifying data. Owing to their fast response,
simplicity, cost-effectiveness, and portability, biosensors can
be used for continuous monitoring point-of-care analysis and
do not require highly trained staff.
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Conventional Methods of Pain
Assessment

Currently, most pain measurements are based on patients’
self-reports. For example, the visual analog scale (VAS) [30],
McGill Pain Questionnaire [31], Wong-Baker Faces Scale [32],
and Descriptor Differential Scale [33] have all been used as
self-rating instruments for pain measurement in clinical and
research settings. Figure 3 shows the different scales used to
assess the levels of pain.

Despite the wide use of pain assessment tools, there is also an
awareness of their inherent unreliability, as evidenced by reports
on discrepancies [34-38]. Therefore, attempts have also been
made to augment self-reports with other more objective
measures, such as behavioral measures (eg, motor response,
behavioral responses, facial expression, crying, sleep patterns,
decreased activity or eating, body postures, and movements)
[39-42]. Additional pain assessment methods include
physiological measures such as changes in heart rate, blood

pressure, oxygen saturation, palmar sweating, respiration, and
sometimes neuroendocrine responses [43].

Conventional methods of assessing pain involve multisensory
approaches or expensive devices such as brain imaging in a
laboratory setting [44-47]. The feasibility and accuracy of this
expensive advanced instrumentation in clinical settings remain
challenging. A review article evaluated the current state of pain
biomarkers developed using several commonly used methods,
including structural magnetic resonance imaging, functional
magnetic resonance imaging, and electroencephalography, with
a model classification accuracy of 70% [46]. A study used
functional MRI data during a visual stimulation task to
distinguish between patients with fibromyalgia and healthy
controls and recorded an accuracy of 82% [45]. Another study
involving a combination of electrocardiograms to predict pain
in healthy adults produced 75% to 81% accuracy [48]. A study
has explicitly reported the use of microneedle-based biosensors
for pain-free high-accuracy measurement of glycemia in
interstitial fluid [49]. None had reported array self-reports using
BN and pain-related biomarkers and biosensors.

Figure 3. Common pain assessment scales.

Rationale for Pain Sensor Development

The driving force behind the need to develop a pain sensor for
the objective quantification of pain is that when different
participants with the same disease or trauma report vastly
different pain levels, it is tempting to assume that this reflects
the differences in pain sensitivity. However, there are 2 reasons
why this may not be true. First, although the diagnosis may be
superficially the same, the severity of the disease or trauma may
differ. Second, one might argue that the physical causes of pain
may be initially similar across patients (eg, extraction of 2
wisdom teeth) but that these causes develop differently owing
to differences in patients’ pathophysiological conditions.
Although better predictions of pain could be achieved through
better characterization of pathology, there are reasons to doubt
that differences in pathology are the only or even a major
explanation for individual differences in pain.

Large differences in reported pain are ubiquitous and large when
the cause of pain is homogenous and well defined (eg, surgery)
as for illnesses with diffuse or unknown causes (eg,
fibromyalgia). Inflammation and other physiological parameters
are poorly correlated with pain intensity among patients with
rheumatoid arthritis [50], and several studies have failed to find
an association between the extent of breast surgery and acute
postsurgical pain [51,52]. Most importantly, individual
differences in reported pain are equally large for precisely
controlled experimental pain stimuli [53].

In using either the VAS pain intensity ratings or the Wong-Baker
Faces Scale [53,54], which is not only subjective but may only
be qualitatively applied to patients with language or mental
capacity difficulties, the variability in pain ratings of patients
with the same disease or trauma is enormous. This occurs despite
differences in individual pain sensitivity, and some clinical
conditions experienced are more painful than others. Pain
sensitivity can be estimated only through well-controlled
experimental pain stimuli. Such estimates show substantial
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heritability but are equally critical environmental factors. The
genetic and environmental factors that influence pain sensitivity
differ across pain modalities. For example, genetic factors that
influence cold-pressor pain have little impact on phasic heat
pain and vice versa [53]. Individual differences in pain
sensitivity can create complexities in diagnosis, because low
sensitivity to pain may delay self-referral. The inclusion of
patients with reduced pain sensitivity can attenuate treatment
effects in clinical trials unless this is carefully controlled.
Measures of pain sensitivity are predictive of acute postoperative
pain, and there is preliminary evidence that heightened pain
sensitivity increases the risk of future chronic pain conditions
[54]. Experimental pain modalities have been suggested for use
as predictors for future pain conditions, along with a careful
assessment of each individual’s pain sensitivity to prevent,
evaluate, and treat pain. We propose a calibratable biomarker
sensor and AI coupled with the patient’s self-assessment of
perceived pain. We surmise that such an approach may only be
able to clearly distinguish between cases where the available
evidence is consistent. However, this information may provide
clinicians with valuable insight. Furthermore, as research
progresses into how biomarkers are related to pain, more specific
insights may emerge as to how specific evidence inconsistencies
point to particular pain causes.

AI Methods for Summarizing Evidence

There is a long history of AI work that focuses on what is
sometimes called evidential reasoning. These methods include
BN [55], the Dempster-Shafer theory [56], and fuzzy logic and
its derivatives [57,58]. For our present purposes, we will focus
on Bayes nets and leave the possibility open that if our approach
seems to stress the limitations of Bayes nets, other options may
be available.

BN Proposal

Overview
The approach we propose is to devise a BN that will consider
what evidence is available and report how the available evidence
may be interpreted as a distribution of the likelihood that the
participant is experiencing different levels of pain. This is
similar to the proposal by Hill et al [59]. As a starting
illustration, we consider only three forms of evidence: (1) a
participant self-reports pain on a 0 to 5 scale (Figure 3), (2) a
measured value of serum levels of COX-2 on a similar 0 to 5
scale, and (3) a measured value of inducible nitric oxide synthase
(iNOS) on a 0 to 3 scale.

The process of developing a BN involves 2 basic steps:

1. Identify the key concepts needed in the domain, where each
concept becomes a node in the network, and the causal
relationships among them (known or assumed) are specified
as directed links between the nodes. A node that has a
“causal” influence on another node is called a parent node
and the influenced node, the child. The nodes without links
are assumed to be statistically independent. Figure 4 shows
an example of a BN that can be applied to the pain domain.
Each node is coded as a finite set of possible levels. For
example, Figure 4 illustrates a node for “experienced pain”
that may take any of the 6 levels: 0=no pain and 1, 2, 3, 4,
and 5=most severe pain. This is the node we assume cannot
be directly observed, and thus must be inferred from the
other evidence.

2. Specify the set of parameters that will determine the
probabilities to be computed. These consist of prior
probabilities for each node and conditional probabilities of
the child’s probability, given knowledge of the parent’s
state. If a node’s value is known, then the known level is
assigned a probability of 1 and all other levels are assigned
a probability of 0. If a node has no parent nodes and is
unknown, then its prior probabilities are assigned to its
levels. If a node is unknown but has one or more parent
nodes, its posterior probabilities are computed using Bayes
theorem (A is the child and B is the parent; in Figure 4,
COX-2 is a parent and experienced pain is a child; equation
1):

where P(A) and P(B) are the prior probabilities, and P(A|B) is
the conditional probability of A given the level of B. The usual
approach assumes that all levels of a node’s priors are the same
(the principle of equal ignorance). However, in some
applications, we may have the knowledge that the priors are not
the same, and we can use this knowledge. If B is a set of parents
rather than a singleton, a chain rule applies. Suppose it is the
parent that is unknown (here, B is the child and A is the parent;
in Figure 4, experienced pain is the parent and reported pain is
the child). In this case, we compute the posterior probabilities
for each level (i) of the parent node using the following
(equation 2):
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Figure 4. Illustrative Bayes network graphic for the pain application. COX: cyclooxygenase; E: experienced; iNOS: inducible nitric oxide synthase;
R: reported.

Approach to Setting BN Parameters When No Ground
Truth Knowledge Exists
Each node in a specified graph requires a prior probability
estimate. As mentioned earlier, one may always assume (by the
principle of equal ignorance) that each level of a node has equal
prior probability. If we have the knowledge or even reasonable
consensus from experts that some probabilities other than
all-equal are better, say, for a particular application or population
of patients, we may set them accordingly. Such assumptions
can always be tested using the methods described next.

The difficult challenge in devising a BN for an application is
specifying the conditional probabilities for the parent-child

links. One rarely has sufficient knowledge at this fine level of
detail. However, what we may be able to accomplish with an
adequate pool of domain experts is a specification of
“reasonableness” tests for the final probabilities. That is, we
ask the experts to say how the probabilities for the different
levels of experienced pain (which we can never know with any
certainty) “should” come out for some set of test cases. This set
of test cases should span a “representative” range of possibilities
of evidence combinations. With such information, it should be
possible to set up an optimization procedure that can set the
required conditional probability parameters to closely
approximate the desired output behaviors of the system. This
approach is illustrated in Figure 5.

Figure 5. An optimization approach for setting the conditional probability parameters for the Bayes network (BN). AI: artificial intelligence; COX:
cyclooxygenase; iNOS: inducible nitric oxide synthase; RP: reported pain.

Some Illustrations of What Might be
Accomplished

Our Patient Samples
Our earlier study explored the potential utility of serum COX-2
and iNOS as objective measures of pain in 102 American
patients [60]. Sandwich enzyme-linked immunosorbent assay
was used to determine COX-2 and iNOS levels in the blood
serum. At the same time, statistical analysis was performed
using Pearson product-moment correlation coefficients,

regression, and receiver operating characteristics analyses. Our
follow-up study examined the relationship between COX-2 and
iNOS in the blood serum of >500 Turkish patients with different
types of pain (Sadik, OA, unpublished data, November 2021)
and assessed their potential as pain biomarkers. Serum COX-2
and iNOS levels were examined along with the level of pain
caused by different types of pain, including lumbar or vertebral;
lung; osteoporosis; inflammation; and fatigue, headache, or
malaise related to problems. The data (Sadik, OA, unpublished
data, November 2021) are now used to develop the current BN
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concept. For more details on our patient samples, see the
Methods section.

Proposed Output From the BN
The BN will estimate the probabilities that the pain the
participant is experiencing takes each of the possible levels: 0,
1, 2, 3, 4, and 5. Figure 6 shows the method for exhibiting these
estimated probabilities as histograms. The left example shows
the computed probabilities when the evidence is fully
self-consistent, all pointing to no pain experienced. The right
illustration shows computed probabilities when the evidence is
not consistent; the participant reports experiencing pain at level
4 (out of 0-5), although the COX-2 evidence points to no pain
(out of 0-5), and the iNOS evidence points to a pain level of 1
(out of 0-3). The probabilities over all levels must sum to one.
The reader may notice in Figure 6 that we have modeled some
“leakage” of probabilities to pain levels adjacent to the levels
of the evidence. These behaviors are embodied in our choices
of model parameters (conditional probabilities).

Because there is, as yet, no verifiable sensor for experienced
pain, such a system would be capable of implementing some
form of expert consensus as to how the available evidence

should be combined. The best clinical decision support system
can alert the caregiver to the extent that the available evidence
is consistent. One possibility is to provide additional evidence
that may be valuable in reconciling the situation.

Clearly, a point where important decisions are needed involves
mapping actual measured biomarker values into the chosen
discrete node levels for biomarkers, such as COX-2 and iNOS.
Our current working model, the mapping, is presented in Tables
1 and 2. We hasten to point out that these decisions are provided
for illustration purposes.

Evidently, the design of the system output can involve a small
amount of creativity. Here, the primary source of guidance will
be expert opinions from clinicians knowledgeable in this
domain. There may be significant disagreements among pain
experts, but it seems reasonable to assume that some
considerable consensus may be reached regarding the nodes
that should be included. Of course, it is always possible to
explore different models for different applications. However, a
significant challenge remains regarding the setting of many
required internal probability parameters. For this, we propose
the approach described in Section 3.1. For a somewhat differing
approach, the reader may consult Hill et al [59].

Figure 6. Illustrations of envisioned Bayes network (BN)–clinical decision support system output. (A) consistent evidence (B) inconsistent evidence.
COX: cyclooxygenase; iNOS: inducible nitric oxide synthase.

Table 1. Mapping measured values for cyclooxygenase-2 (COX-2) into experienced pain levels.

Level of experienced pain most likelyCOX-2 codeCOX-2 measurement (ng/ml)

00<3

11>3 to 40

22>40 to 70

33>70 to 100

44>100 to 1000

55>1000
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Table 2. Mapping measured values for inducible nitric oxide synthase (iNOS) into experienced pain levels.

Level of experienced pain most likelyiNOS codeiNOS measurement (ng/ml)

pain_00<20

pain_11>20 to 110

pain_22>110 to 150

pain_3,4,53>150

Some Pain Evidence Examples
Figure 7 shows a distribution from our patient samples as to
how consistent or not is the observed evidence that our BN
model uses. We quantified the number of steps (node levels)
that differed between the reported pain and biomarker levels.
If a patient’s difference was fewer than 3 steps for both
biomarkers (an arbitrary threshold for illustration purposes),
we called it “consistent” and colored it green. Of the 379 patients
with all 3 pieces of evidence, 302 (79.7%) had consistent
evidence. This suggests that our goal of using these biomarkers
to corroborate reported pain may be reasonable. If one or both
biomarkers was “inconsistent” (>2 steps different), we
highlighted those patients in yellow. The 77 inconsistent patients
fell into 5 groups:

1. A total of 8 patients with high COX2, low reported pain (RP),
and low iNOS

2. A total of 31 patients with high RP, high COX2, and 0 iNOS

3. A total of 11 patients with high RP, low COX2, and low
iNOS

4. A total of 19 patients with high RP, high iNOS, and low
COX2

5. A total of 8 patients with high iNOS, 0 RP, and low COX2

A reasonable next step would be to explore the data from these
patients for other evidence that may help explain these
observations.

The inconsistent evidence may be attributed to cultural or
temporal variability of COX-2 and iNOS (as well as their serum
variation and half-life), VAS, and other tools. Tables 1 and 2
assume that each categorized COX-2 and iNOS measurement
most likely corresponds to a given pain experience. However,
it is necessary to perform “sensitivity analysis” for greater
precision. Inconsistencies may also be caused by potential
miscalibration in pain management [35-37,61]. Ongoing work
now includes supplementary information regarding the
time-of-day data the biomarkers were taken and measured. The
time-course measurements are being compared with other
collected data. Information regarding gender and individual
differences in COX-2 and iNOS data on RP is also being
recorded. Different causes of inconsistencies could be attributed
to memory bias and cognitive effects such as exaggerations or
underestimations when reporting pain.

Figure 7. The distribution of evidence consistency or inconsistency in our samples. COX: cyclooxygenase; iNOS: inducible nitric oxide synthase; RP:
reported pain.

Summary

We have presented an approach to building a clinical decision
support system to help clinicians assess the pain experienced
by a patient. We base our approach on ongoing research into
new biosensor technologies that we hope will soon make
available quick, inexpensive, and minimally intrusive measures
of biomarkers related to pain. Such evidence will then need AI
technology to offer clinicians an easy-to-grasp summary of the
available evidence and perhaps suggestions for useful next steps.

We present a simple Bayes net model as a prototype. Preliminary
data on 379 patients suggest that this approach is appropriate,
because the majority (302/379, 79.7%) of participants showed
reasonable consistency between the biomarker data and the
patients’ self-reported pain. These data also showed 5 distinct
types of inconsistencies, suggesting follow-up exploration of
factors that might account for these inconsistencies. However,
much work remains to be done. First, a community of clinical
pain experts must be assembled to help define how such a
prototype might be further developed (perhaps using alternative
AI methods) to be of practical value. Portable biosensors need
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to be developed to allow for an easy method for measuring and
quantifying data. Owing to their fast responses, simplicity,
cost-effectiveness, and portability, biosensors can be used for
continuous monitoring of point-of-care analysis and do not
require highly trained staff to operate.

Methods

Biomarkers or Biosensors
In 2018, the National Institutes of Health launched the Helping
to End Addiction Long-term Initiative to stem the national
opioid public health crisis [60,62]. One component of the
Helping to End Addiction Long-term Initiative is to support
biomarker discovery and rigorous validation to accelerate
high-quality clinical research on pain [62,63]. Biomarkers are
objectively measured and evaluated as indicators of either
normal or pathogenic biological processes or responses to
therapeutic interventions. Multiple studies have observed
significant differences in proinflammatory cytokines (eg,
interleukin 6 [IL‐6], tumor necrosis factor α, IL‐8, and
IL‐1β) in relation to pain intensity [63-65]. Serum protein
levels and mRNA expression of tumor necrosis factor α have
been shown to be significantly higher in participants
experiencing a greater intensity of chronic pain. Biomarkers
may be used alone or in combination to assess the health or
disease state of an individual [66,67].

Our group conducted extensive research in this area, identifying
COX-2 and iNOS or nitric oxide synthase 2 as good candidates
for this purpose [58,60,62,63,65,68-71]. COX, also known as
prostaglandin H2 synthase, is a key bifunctional enzyme in the
biosynthetic pathway that leads to the formation of prostanoids,
including prostaglandins, prostacyclins, and thromboxanes.
COX exists in different isoforms [72,73], COX-1, COX-2, and
COX-3. COX-1 is an oxidoreductase enzyme constitutively
expressed in many cell types. It is presumed to be responsible
for the synthesis of housekeeping prostanoids that are critical
for normal physiological functions such as regulating vascular
homeostasis, gastric mucosa protection, and renal integrity [74].
COX-3 is a variant of COX-1, which has retained intron-1
during translation and is found in human tissues in a
polyadenylated form [75]. It is a selective splicing product of
COX-1 mRNA with 633 amino acids with less activity in the
production of prostaglandin E2, and it is mainly found in the
hypothalamus, spinal cord, and pituitary choroid plexus. COX-2,
on the other hand, is usually undetectable in healthy tissues but
is rapidly induced and found to be upregulated in a variety of
pathophysiological conditions such as neurological diseases
[24], pain [76], inflammation, and cancer infection [13,77,78].
Some studies have indicated that the level of COX-2 at the point
of inflammation translates to the degree of inflammation and
may thus be used to determine the level of inflammatory pain
[18]. Nitric oxide (NO) is a highly reactive free radical and, at

the same time, an important signaling molecule involved in
different functions [79]. Its inducible form, “iNOS,” is expressed
in macrophages and other tissues in response to infection or
inflammation, generating large amounts of NO in the blood
[24,80]. Increased NO levels have been observed during
inflammation and arthritis; therefore, iNOS can be considered
a pain biomarker.

In addition to these biomarkers, preliminary results from our
laboratory indicated that Contactin-1 (CNTN-1) could also be
a promising pain biomarker. This is supported by previous
studies that pointed to CNTN-1 as a pain suppressor [81,82]
and found antibodies against CNTN-1 in patients with chronic
inflammatory demyelinating polyradiculoneuropathy [26].
CNTN-1 levels have been shown to decrease in blood in
high-pain states, with convergent evidence in other tissues in
human studies for the involvement of pain. Anti–CNTN-1
autoantibodies block or decrease the levels of CNTN-1 in
chronic inflammatory demyelinating polyneuropathy [22] and
have been considered a bona fide pain marker [81-84].
Moreover, human G-protein subunit gamma 7 plays a strong
role in signal transduction with decreased levels in high-pain
states (ie, it is a pain suppressor gene with transdiagnostic
evidence for involvement in psychiatric disorders) [85,86]. Its
expression is decreased by omega-3 fatty acids [87,88].
Microfibril-associated protein 3 provides the most robust
empirical evidence as a strong predictor of pain in both men
and women. It decreases in expression in the blood during
high-pain states [28,84,89,90].

Patient Recruitment
The General Secretary approved the institutional review board
of the Manisa State Hospitals Union. The study was conducted
at Manisa Merkez Efendi State Hospital, Manisa, Turkey. The
participants included in the study were recruited from
emergency, internal medicine, gynecology, general surgery,
clinical microbiology, chest, urology, and physical therapy
clinics. Only participants aged ≥18 years, who consented to
participate were included in the study. All participant
recruitment and data collection were performed by nurses at the
clinics.

Patients were excluded from data analysis if they (1) aged <18
years, (2) did not provide sufficient description during anamnesis
to determine their level of pain, and (3) had a blood sample not
sufficiently large for analysis (Figure 8).

The survey questions were incorporated into the initial intake
and anamnesis questions provided by the nurses. The survey
questions are presented in Multimedia Appendix 1. The survey
questions included information such as participant’s age, gender,
smoking and alcohol habits (Figure 9), chronic disease,
long-term medication, surgery history, the reason for and
duration of the pain, and pain medication before coming to the
hospital.
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Figure 8. Flowchart of patient recruitment. COX: cyclooxygenase; iNOS: inducible nitric oxide synthase.

Figure 9. Demographic and habit distribution of patients.

Age and Height Are Averages
Following this initial questioning, patients were informed of
the study. Informed consent was obtained if the patient agreed
to participate in this study. Blood samples were collected via
the leftover serum from blood samples taken for routine analysis.
During the informed consent process, the participants consented
to the use of their leftover serum; no patients were asked to
donate blood samples specifically for the study.

The pain level for each participant was classified by the nurse
performing anamnesis based on the patient’s responses to the
survey questions. Pain level was classified from 0 to 5 as 0=no

pain, 1=feeling pain but not disturbing, 2=feeling pain and little
disturbing, 3=severe pain and requiring painkiller intake, 4=very
severe pain and distraction from working and requiring urgent
painkiller administration, and 5=unbearable pain requiring
urgent painkiller administration and rest as well as causing
anxiety. Each pain level with characteristic conditions was
explained to the patients, who were asked how they felt and if
they had taken painkillers before they arrived at the hospital.

A sandwich enzyme-linked immunosorbent assay was used to
monitor the levels of COX-2 and iNOS in the serum, as reported
elsewhere [68].
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CNTN-1: Contactin-1
COX: cyclooxygenase
IL: interleukin
iNOS: inducible nitric oxide synthase
NO: nitric oxide
PGG2: prostaglandin G2
PGH2: prostaglandin H2
RP: reported pain
SUNY: State University of New York
TENS: transcutaneous electrical nerve stimulation
VAS: visual analog scale
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Abstract

Background: Adoption of 3D imaging systems in humanitarian settings requires accuracy comparable with manual measurement
notwithstanding additional constraints associated with austere settings.

Objective: This study aimed to evaluate the accuracy of child stature and mid–upper arm circumference (MUAC) measurements
produced by the AutoAnthro 3D imaging system (third generation) developed by Body Surface Translations Inc.

Methods: A study of device accuracy was embedded within a 2-stage cluster survey at the Malakal Protection of Civilians site
in South Sudan conducted between September 2021 and October 2021. All children aged 6 to 59 months within selected households
were eligible. For each child, manual measurements were obtained by 2 anthropometrists following the protocol used in the 2006
World Health Organization Child Growth Standards study. Scans were then captured by a different enumerator using a Samsung
Galaxy 8 phone loaded with a custom software, AutoAnthro, and an Intel RealSense 3D scanner. The scans were processed using
a fully automated algorithm. A multivariate logistic regression model was fit to evaluate the adjusted odds of achieving a successful
scan. The accuracy of the measurements was visually assessed using Bland-Altman plots and quantified using average bias, limits
of agreement (LoAs), and the 95% precision interval for individual differences. Key informant interviews were conducted remotely
with survey enumerators and Body Surface Translations Inc developers to understand challenges in beta testing, training, data
acquisition and transmission.

Results: Manual measurements were obtained for 539 eligible children, and scan-derived measurements were successfully
processed for 234 (43.4%) of them. Caregivers of at least 10.4% (56/539) of the children refused consent for scan capture;
additional scans were unsuccessfully transmitted to the server. Neither the demographic characteristics of the children (age and
sex), stature, nor MUAC were associated with availability of scan-derived measurements; team was significantly associated
(P<.001). The average bias of scan-derived measurements in cm was −0.5 (95% CI −2.0 to 1.0) for stature and 0.7 (95% CI
0.4-1.0) for MUAC. For stature, the 95% LoA was −23.9 cm to 22.9 cm. For MUAC, the 95% LoA was −4.0 cm to 5.4 cm. All
accuracy metrics varied considerably by team. The COVID-19 pandemic–related physical distancing and travel policies limited
testing to validate the device algorithm and prevented developers from conducting in-person training and field oversight, negatively
affecting the quality of scan capture, processing, and transmission.

Conclusions: Scan-derived measurements were not sufficiently accurate for the widespread adoption of the current technology.
Although the software shows promise, further investments in the software algorithms are needed to address issues with scan
transmission and extreme field contexts as well as to enable improved field supervision. Differences in accuracy by team provide
evidence that investment in training may also improve performance.
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Introduction

Background
Anthropometric measurement of children is a standard
component of pediatric care to enable growth monitoring as
well as population-level assessments and clinical research.
Despite widespread reliance on anthropometry, there has been
limited technological advancement in measurement equipment.
The accuracy of weight measurement was improved with the
transition from spring to digital scales in the 1980s [1,2].
However, until recently, measurements of recumbent length
and standing height have not benefited from similar innovations;
commonly used stadiometers, or height boards, are heavy,
wooden devices that are robust to field conditions but
inconvenient to transport, as is commonly done for field surveys
and community screenings in low-resource settings.

In recent years, 2 different types of mobile device–based
technologies have been proposed as alternatives to manual
anthropometry using stadiometers: (1) apps using geometric
morphometric models and (2) apps using 3D imaging systems.
Using a portable camera attached to a standard tablet and
preloaded software, these imaging systems are able to estimate
child stature (length or height), head circumference, and
mid–upper arm circumference (MUAC) from a 3D model
developed from a series of image captures. Geometric
morphometric models aim to directly classify a child as severely
or moderately acutely malnourished; examples include the
Severe Acute Malnutrition Photo Diagnosis App [3] developed
by Action Against Hunger Spain and the Methods of Extremely
Rapid Observation of Nutrition Status developed by Kimetrica
[4]. In contrast, 3D imaging system technology—currently used
by the Child Growth Monitor, developed by the nonprofit
Welthungerhilfe, and AutoAnthro, developed by the company
Body Surface Translations Inc (BST)—produces estimates of
anthropometric measurements, which can then be used to
characterize nutrition status.

Preliminary validation studies for software aiming to directly
classify acute malnutrition have encountered methodological
as well as logistic challenges. The Photo Diagnosis App
validation phase study in Spain and Senegal found high accuracy
of diagnosis but suggested significant morphometric differences
among the populations sampled, implying a need to investigate
this morphological variability [5,6]. The researchers involved
in the study noted that, although morphological variability could
likely be overcome with machine learning, the approach proved
very expensive compared with current technologies and that
capturing a viable scan required conditions that could not be
repeated in the field (AV Brizuela, personal communication,
February 25, 2022). Lower accuracy was obtained by the
Methods of Extremely Rapid Observation of Nutrition Status
software during an initial pilot in Kenya; work is ongoing to

improve performance with further calibration using a larger,
multicountry data set [4].

Although the Child Growth Monitor is still in development and
beta testing, several studies have evaluated the performance of
AutoAnthro. Initial efficacy studies demonstrated that, in a
controlled setting in Georgia, United States, devices were able
to achieve high precision—the reliability of repeated 3D scans
was within 1 mm of manual measurement for stature, head
circumference, and MUAC; however, systematic biases were
reported [7]. Replication studies in Guatemala, Kenya, and
China aimed to determine whether the systematic biases
observed were generalizable across populations and, therefore,
something that could be corrected analytically. However, the
multicountry replication studies found lower accuracy and
variability in the direction and magnitude of bias [8].

Further testing in a humanitarian setting was proposed given
the additional challenges for nutrition surveillance in these
locations. Settings hosting internally displaced persons and
refugees are commonly remote, experience austere weather
conditions, and have limited or no internet connectivity. These
conditions present unique operating challenges for training and
use of 3D imaging technology. Changes to the software and
hardware were implemented to ensure that the device and
operating software were robust to and acceptable in these
conditions. In addition, the timing of the evaluation—during
the acute phase of the COVID-19 pandemic—presented new
challenges. Travel and movement restrictions necessitated a
more autonomous operation. In addition, concern about
transmission risk associated with the physical contact required
for traditional anthropometry, particularly height and length
measurement, created additional interest in the potential for 3D
imaging technology.

Objectives
Widespread adoption of the AutoAnthro technology in
humanitarian settings requires accuracy at least comparable
with manual measurement notwithstanding additional
constraints. Therefore, this study aimed to re-evaluate device
accuracy following modifications to the software algorithm.

Methods

Overview
This study evaluated the accuracy of the third generation of the
AutoAnthro 3D imaging system in comparison with manual
measurements for child anthropometry. The third-generation
software contained major updates to the previous version that
were designed to achieve higher levels of durability and
portability required in austere settings, improve user experience
with scan capture and device performance, automate image
processing, and implement changes to allow the software to
operate on lower-cost hardware. Details on the hardware,
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positioning, data capture, and processing for the AutoAnthro
technology used in this study and previous versions are
compared in Table 1. Given the interest in the field-readiness
of the technology, the study was embedded within a
population-representative household nutrition survey conducted
by International Medical Corps (IMC) to simulate the level of

automation required to enable use by nonresearch actors in
nutrition surveys [9]. The survey was undertaken in late 2021
(September 27 to October 2) at the Malakal Protection of
Civilians site, which hosts approximately 34,000 internally
displaced people and is located in the northeast of South Sudan
[10].

Table 1. Hardware, data acquisition, review, and processing used by AutoAnthro technology to produce automated measurements of anthropometry
for children.

Third generationSecond generationFirst generation

Samsung Galaxy 8 phone running An-
droid and an Intel RealSense 3D scan-
ner

iPad and a structure sensor 3D scanneriPad and a structure sensor 3D scannerHardware

Enumerators were able to constrain the
child’s hands or feet to help position
them

Enumerators were able to constrain the
child’s hands or feet to help position
them

Enumerators were unable to constrain the
child’s hands or feet to help position them

Positioning

AvailableNot availableNot availableReal-time estimates

Fixed number of scans automatically
captured

Fixed number of scans automatically
captured

Unlimited scansNumber of scans

Automatically uploaded to a computer
server

Automatically uploaded to a computer
server

Automatically uploaded to a computer
server

Data acquisition

No manual screening by enumeratorsNo manual screening by enumeratorsScans manually screened for data quality
by enumerators

Data review

Fully automaticFully automaticSemiautomaticData processing

Used in this study in South SudanReplication studies in Guatemala,
Kenya, and China [8]

Initial efficacy study in the United States
[7]

Evidence on perfor-
mance

Study Design and Data Collection
Households were sampled using a 2-stage cluster sampling
design in which camp blocks were selected with probability
proportional to size. Selected blocks were fully enumerated,
and households were randomly selected using systematic random
sampling. A sample of 485 children was targeted to achieve
desired precision for estimating prevalence of global acute
malnutrition, the primary survey aim. This sample was
determined to be sufficient to detect a difference of 0.17 cm for
height/length and 0.09 cm for MUAC given an α of .05, power
of 0.8, and SDs observed in previous studies [5]. All children
aged 6 to 59 months within selected households whose primary
caregiver gave verbal informed consent were eligible to
participate.

Staff from BST remotely trained the IMC survey manager;
training included instructions on the positioning of children,
use of the hardware and AutoAnthro software, and performing
and saving scans. The survey manager replicated the training
in person for the enumerators. Manual anthropometrics and 3D
scan teams received a 4-day training. Teams jointly participated
in a classroom training on study objectives and manual
anthropometry. Practical exercises and a standardization test
were organized separately for manual anthropometrists and
scanners. All manual measurers passed the standardization test
with an intra- and interenumerator technical error of
measurement (TEM) for manual measurement of <1.4 for
height/length and <3.0 for MUAC.

Measurements were performed by 6 teams of 4 individuals,
including 2 (50%) measurers, 1 (25%) team leader trained on

manual anthropometry, and 1 (25%) measurer trained to obtain
the 3D scan-derived measurements. For a given child, manual
measurements (weight, height/length, and MUAC) were
separately obtained by 2 manual anthropometrists and entered
into a survey programmed in Open Data Kit (Get ODK) on a
tablet device. Anthropometrists first collected weight and
MUAC; height or length was then collected following the
protocol used for the 2006 World Health Organization (WHO)
Child Growth Standards study [11]. After manual measurement,
scans were taken by a different enumerator to ensure
independence. Scans were captured using the AutoAnthro
(version 3) software on a Samsung Galaxy 8 Android phone
and an Intel RealSense 3D scanner (Figure 1). Each 3D imaging
session comprised 10 scans, with 5 scans of both the front and
back of the child. Two sets of measurements were produced:
(1) a real-time, offline estimate of height/length and MUAC,
which was produced by the app and displayed to data collection
teams while in households for plausibility checks, and (2) an
updated measurement. For the updated measurement, scan data
were uploaded to a cloud server for fully automated processing,
which is a slower, more computationally intensive, and generally
more rigorous version of the phone-based algorithm with
additional error checking for unanticipated positioning of the
child. The software then compared the real-time result with the
updated measurement and reported the more consistent result,
which was identified by comparing the SD of the individual
subscans (6-10 subscans produce 1 scan). In cases where the
scan data were too poor to produce either real-time or updated
measurements, AutoAnthro did not report results. For 11.9%
(64/539) of the children, enumerators perceived the real-time
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estimate as implausible and took additional scans. If multiple
scan sessions were performed for a given child, the median of
all the individual scan sessions was used. Real-time scans were
primarily used to evaluate whether they could be used for
identification and referral of wasted children, whereas the
analysis focused on the updated but still fully automated
measurements.

Given a large number of lost scans following initial quality
checks and data processing, in-depth interviews were conducted
with enumerators (4 group interviews with a total of 12
enumerators) and BST staff (3 individual interviews) to
document challenges. The interviews were conducted remotely
in English from the United States using a semistructured
interview guide and recorded to facilitate note taking.

Figure 1. Example scan capture using the AutoAnthro software (version 3; Body Surface Translations Inc) on a Samsung Galaxy 8 Android phone
and an Intel RealSense 3D scanner.

Analysis Methods
Differences in demographic characteristics, nutritional status
of the children, and team number between children with and
without scan-derived measurements were evaluated to assess
characteristics associated with successful scan captures. For
unadjusted comparisons, the statistical significance of
differences was evaluated using the Kruskal-Wallis test for
continuous variables and the Fisher exact test for categorical
variables. A multivariate logistic regression was fit to evaluate
the adjusted odds of achieving a successful scan.

The quality of anthropometric measurements was assessed using
standard indicators—digit preference scores, proportion of
outlier values, and SDs [12]. The digit preference score was
calculated for height and MUAC applying the MONICA
procedure, which adjusts the chi-square statistic according to
the size of the sample and the df of the test. Digit preference
scores values of 0 indicate a uniform distribution, and the values
increase with a greater imbalance [13]. Weight-for-height or
weight-for-length z score (WHZ) and height-for-age or
length-for-age z score (HAZ) were calculated using the WHO
growth standard [14]. Outliers were calculated using two
approaches: (1) fixed exclusions of WHZ values of <−5 or >5
and HAZ values of <−6 or >6 and (2) flexible exclusions of
WHZ and HAZ values of <−3 or >3 from the observed median.
Measurements outside the range for which z scores could be

generated (length: 45-110 cm for children aged <2 years; height:
65-120 cm for children aged >2 years) were also excluded. The
SDs of the MUAC, WHZ, and HAZ distributions were evaluated
after exclusion of outliers.

The accuracy of the measurements was visually assessed using
Bland-Altman plots [15] to evaluate whether accuracy remained
constant across different child body sizes and look at random
bias. For the y-axis of the Bland-Altman plots, the manual
measurement was subtracted from the automated scan estimate
and, for the x-axis, the mean of the manual and scan estimates
was used. The average bias was assessed as a metric of
systematic bias (Equation 1). The limits of agreement (LoAs),
that is, the 95% precision interval for individual differences,
were calculated as a metric of random bias. The Pitman test of
difference in variance [16] was used to test the correlation
between accuracy and size of the child. TEM, an accuracy index
used to express the error margin, was calculated as described
by Ulijaszek and Kerr [17] (Equation 2). Analyses were
performed for all children who had both scan-derived and
manual measurements as well as disaggregated based on team,
sex, and age groups corresponding to measurement positioning
(length: ages of 6-23 months; height: ages of 24-59 months).
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where N is the number of children measured, Mi1is the
scan-derived measurement for child i, and Mi2is the manual
measurement for the same child.

In total, 2 distinct problems with data capture were identified
during the analysis. First, the AutoAnthro software estimates
height, length, and MUAC by measuring the distance between
the reference markers on the 3D image of the child. Visual
inspection of the 3D images used to generate scan values
suggested that, in select instances, the software identified a
caregiver in the background, resulting in a misplaced reference
marker, which typically resulted in outlier estimates. Second,
the scans and manual measurements were linked using a unique
ID number. Age, sex, and weight were determined for each
child and entered independently by the scan-derived and manual
measurement. For select children, child IDs matched across the
2 data sets, but age, sex, or weight were discordant, suggesting
a potential mismatch between scan-derived and manual
measurements. To evaluate the implications of these two data
capture errors, Bland-Altman plots and all accuracy metrics
were also calculated after excluding records with outliers or
mismatches in sex, age (>6 months), or weight (>5 kg).

To evaluate the implications measurement differences would
have on the classification for each derived nutrition indicator
(WHZ, HAZ, and MUAC), children were classified as severely,
moderately acutely malnourished, or neither using both manual
and scan-derived measurements. The concordance of the
classification was tabulated and visually explored. For WHZ
and HAZ, values of <−3 were considered severe, and values
between ≥−3 and <−2 were considered moderate. For MUAC,
values of <11.5 cm were considered severe, and values of ≥11.5
cm to <12.5 cm were considered moderate. All quantitative
analyses were performed in RStudio (version 1.1.456 20; R
Foundation for Statistical Computing). For the qualitative
analysis, detailed notes were taken during in-depth interviews,
supported by automated transcription available from the
Microsoft Teams software, and reviewed to synthesize key
themes. The results were triangulated with the quantitative data
and used to interpret and explain the quantitative findings.

Ethics Approval
Johns Hopkins Institutional Review Board approved the study
as “non-human subjects research” per DHHS regulations 45
CFR 46.102. The caregivers of the children enrolled in the study
and key informants provided verbal informed consent. The study

data retained for analysis were deidentified. Children identified
as malnourished were referred for care, and no further
compensation was provided.

Results

Study Sample
A total of 416 households were visited, of which 325 (78.1%)
had age-eligible children and consented to participate. Manual
anthropometric measurements were obtained for all children
aged 6 to 59 months (N=539) in the enrolled households, and
scan-derived measurements were successfully processed for
43.4% (234/539) of the children. Caregivers of 10.4% (56/539)
of the children refused consent for scan capture; in addition, a
large number of reportedly captured scans were unsuccessfully
transmitted to the server and could not be recovered from the
devices (Figure 2). A total of 485 scans were successfully
transmitted to the server for processing, of which 373 (76.9%)
were from unique children (when multiple scan sessions were
conducted, they were combined to produce a single estimate
for the child). After merging sessions and removing poor-quality
scans, scan-derived estimates were available for 265 individuals,
of which 234 (88.3%) could be matched to manual
measurements. A detailed breakdown of the available data by
cluster is provided in Table S1 in Multimedia Appendix 1.

Among the final sample with both manual and scan-derived
measurements, approximately equal proportions were from male
participants (119/234, 50.9%) and female participants (114/234,
48.7%), and two-thirds (154/234, 65.8%) were from participants
aged 24 to 59 months. The prevalence of wasting as classified
by WHZ (46/234, 19.7%) exceeded that of underweight (40/234,
17.1%) or stunting (32/234, 13.7%) when using manual
measurements; no children with edema were identified. When
comparing the demographic characteristics and nutritional status
of children with and without scan-derived measurements, there
were no significant differences apart from mean age; children
with both measurements were older (31.7, SD 14.9 months vs
28.9, SD 14.5 months; P=.03; Table 2). However, the
availability of scan-derived measurements was significantly
associated with team (P<.001), where 81% (69/85) of the
children measured by team 1 had successfully transmitted scans
compared with only 4% (3/81) of the children measured by
team 6. Differences in the availability of scan-derived
measurements by team remained significant in the multivariate
logistic regression, whereas child characteristics (age, sex,
height/length, and MUAC) were not associated with scan
availability (Table S2 in Multimedia Appendix 1).
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Figure 2. Enrollment flowchart. *Scans captured in the field that were unsuccessfully transmitted to the server and could not be recovered from devices
or child identification numbers that were misreported such that scan-derived values could not be matched to manual measurements. **In five of the 32
clusters, information on the outcomes of each household visit was recorded on paper forms lost in a large rainstorm during data collection. ***The child
identification number associated with the scan was not a match to any children with manual measurements. ****Scan positioning or resolution was too
poor to enable calculation of scan-derived measurements. *****Field teams conducted two or more scan sessions for 64 children. When multiple scan
sessions were performed for a given child, scans from all available sessions were combined, and the median of all individual scan sessions was used
for the analysis.
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Table 2. Characteristics of the sample by availability of automated scan data (N=539).

P valueaChildren with manual and scan-derived measurements
(n=234)

Children with manual measurements only
(n=305)

<.001Team, n (%)

69 (81.2)16 (18.8)Team 1 (n=85)

59 (52.7)53 (47.3)Team 2 (n=112)

45 (42.5)61 (57.5)Team 3 (n=106)

13 (14.3)78 (85.7)Team 4 (n=91)

45 (70.3)19 (29.7)Team 5 (n=64)

3 (3.7)78 (96.3)Team 6 (n=81)

.0331.7 (14.9)28.9 (14.5)Age (months), mean (SD)

.14Age category (months), n (%)

80 (34.2)123 (40.3)6 to 23

154 (65.8)182 (59.7)24 to 59

.89Sex, n (%)

115 (49.1)148 (48.5)Female

119 (50.9)157 (51.5)Male

.36−1.2 (1.0)−1.2 (1.0)Underweightb, mean (SD)

.99Underweight categoryc, n (%)

10 (4.3)13 (4.3)Severe

30 (12.8)42 (13.8)Moderate

.39−0.9 (1.2)−0.9 (1.4)Stuntingb, mean (SD)

.92Stunting categoryc, n (%)

11 (4.7)17 (5.6)Severe

21 (9)32 (10.5)Moderate

.86−1.0 (1.2)−1.1 (1.1)Wastingb, mean (SD)

.58Wasting categoryc, n (%)

9 (3.8)10 (3.3)Severe

37 (15.8)42 (13.8)Moderate

.5214.0 (1.3)14.0 (1.2)MUACd, mean (SD)

.52MUAC categoryc, n (%)

1 (0.4)4 (1.3)Severe

21 (9)23 (7.5)Moderate

aKruskal-Wallis test for continuous variables; Fisher exact test for categorical variables.
bUnderweight was classified as weight-for-age z score, stunting was classified as height- or length-for-age z score, and wasting was classified as
weight-for-height or weight-for-length z score using the World Health Organization growth reference based on manual measurements.
cFor underweight, stunting, and wasting, moderate categories included z score values between −2 and ≥−3. The severe categories included values of
<−3. For mid–upper arm circumference, the moderate category included values between 11.5 cm and 12.5 cm; values of <11.5 cm were classified as
severe.
dMUAC: mid–upper arm circumference.

Measurement Quality
The quality of manual measurements was evaluated for the
overall sample as well as for the subset matched to scan-derived
measurements. Among children with both manual and
scan-derived data (234/539, 43.4%), the digit preference score

for height/length was nearly twice as high for manual
measurements (13.5 vs 6.8) and nearly 3 times as high (19.6 vs
6.6) for MUAC measurements as compared with scan-derived
measurements, suggesting more rounding of terminal digits by
manual anthropometrists. For all other quality metrics, manual
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measurements outperformed scan-derived measurements. For
children with both measurements, no outliers were identified
with fixed exclusions, and only 11 were identified with flexible
exclusions (n=3, 27% for WHZ and n=8, 73% for HAZ) from
the manual measurements. By comparison, for scan-derived
measurements, 29 outliers were identified applying fixed
exclusions (n=13, 45% for WHZ and n=16, 55% for HAZ), and
61 were identified with flexible exclusions (n=22, 36% for WHZ
and n=39, 64% for HAZ). SDs were notably wider for

scan-derived measurements than for manual measurements for
MUAC (2.33 vs 1.26), WHZ (1.56 vs 1.16), and HAZ (1.75 vs
1.23) for all children, and the same pattern was observed for
length among younger children, for whom measurement can be
a greater challenge. For all quality indicators, the results were
similar when quality metrics for scan-derived measurements
were compared with the sample of all children (N=539) with
manual measurements (Table 3).

Table 3. Quality of manual and scan-derived measurements as evaluated using digit preference score, outliers, and SD (N=539).

Scan-derived measurementsManual measurement

All children with scans (n=234)All children with scans (n=234)All children

Digit preference score

6.7813.4712.62Height or length

6.6319.6320.87MUACa

Outlier values (fixed)b, N

1300WHZc

1601HAZd

Outlier values (flexible)e, N

2236WHZ

39817HAZ

SDf (children aged 6-59 months)

2.331.261.21MUAC

1.561.151.11WHZ

1.751.231.25HAZ

SDf (children aged 6-23 months)

2.090.900.97MUAC

1.591.281.19WHZ

1.961.311.31HAZ

aMUAC: mid–upper arm circumference.
bZ score values <−5 or >5 for weight-for-height or weight-for-length and <−6 or >6 for height- or length-for-age were considered outliers, as were
measurements outside the range for which z scores could be generated (length: 45-110 cm for children aged <2 years; height: 65-120 cm for children
aged >2 years).
cWHZ: weight-for-height or weight-for-length z score.
dHAZ: height-for-age or length-for-age z score.
eZ score values <−3 or >3 from the median z score of the sample for WHZ and HAZ were considered outliers, as were measurements outside the range
for which z scores could be generated (length: 45-110 cm for children aged <2 years; height: 65-120 cm for children aged >2 years).
fSD calculated after excluding outlier values (weight-for-height or weight-for-length and height-for-age or length-for-age).

Accuracy of Measurement
Analysis of scan-derived measurement accuracy used updated
measurements generated after measurements were uploaded to
cloud-based servers for automated processing. Real-time
scan-derived measurements that were available in the field were
reviewed to confirm adherence to the protocol to ensure that
scan-derived measurements were not shared with manual
anthropometrists (Figure S1 in Multimedia Appendix 1). Only
4 height/length and 3 MUAC manual and real-time scan-derived
measurements were exact matches, providing evidence of the

independence of the measurements. The correlations between
manual and real-time scans were 0.54 for height/length and 0.17
for MUAC.

Accuracy was visually inspected using Bland-Altman plots
(Figure 3). When using all scans, the average bias of the
measurements in cm was −0.5 (95% CI −2.0 to 1.0) for
height/length and 0.7 (95% CI 0.4-1.0) for MUAC (Table 4).
For height and length, 48.7% (114/234) of scan-derived
measurements were higher than manual measurements or
positive, and the 95% LoA was within −23.9 cm and 22.9 cm.
For MUAC, 67.9% (159/234) of scan-derived measurements
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were higher than manual measurements, and the 95% LoA was
−4.0 cm to 5.4 cm. For both indicators, the Pitman test was
statistically significant (P<.001), suggesting differential accuracy
by child size. Mean differences in height/length were negative
for all children but greater for children aged 24 to 59 months
compared with children aged 6 to 23 months, whereas the
reverse was true for MUAC. Of interest, for height/length, the
LoAs were narrower for female participants than for male
participants (Figure S2 in Multimedia Appendix 1), but the
mean difference was greater (−1.1 vs 0.1); the sex difference
in the accuracy of MUAC was less pronounced.

Accuracy metrics varied considerably by team, excluding team
6 given the small sample of scans (n=3). For height/length, the
mean difference was the greatest for team 5 (−3.8) and smallest
for teams 1 (−0.2) and 3 (0.2). The width of the 95% LoAs for
team 5 (−42.8 to 35.2) was nearly 3 times that of team 1. For
MUAC, the mean differences were positive for teams 1 to 4 but
negative for team 5, and the 95% LoAs for team 5 (−7.2 to 4.8)
exceeded those of all other teams (Table 4). Differences in
correlation between the manual and scan-derived measurements
are visualized by team in Figure S1 in Multimedia Appendix
1.

Given the relatively wide LoAs observed in the sample overall,
a sensitivity analysis was used to explore how potential errors
in data capture and matching of scan-derived and manual
measurements contributed to the overall accuracy (Table 4 and
Figure S3 in Multimedia Appendix 1). When outlier values
(n=19) and discordant pairs (n=63) were excluded, the 95%
LoA was reduced (−11.9 cm to 11.4 cm for height/length and
−3.5 cm to 5.1 cm for MUAC). The mean difference was
reduced to −0.2 (95% CI −1.2 to 0.7) for height/length and
increased marginally for MUAC; the Pitman test remained
significant for both indicators.

The TEM for height/length among children of all ages was 8.4
cm; TEM is analogous to the SD, indicating that the
scan-derived measurements were within –8.4 cm to +8.4 cm of
manual measurements for 2 out of 3 children and within –16.8
cm to +16.8 cm for 95% of the children. The TEM for
height/length was higher for children aged 24 to 59 months,
male participants, and team 5. The TEM was lowest (4.2) when
flagged and discordant pairs were removed. The TEM for
MUAC among all children was 1.8 cm, with more limited
variation by age and sex. TEM was highest for team 5 for
MUAC; excluding flagged and discordant values reduced the
TEM for MUAC to 1.6 cm.

The implications of measurement differences on classification
of nutrition status were characterized for each indicator (WHZ,
HAZ, and MUAC). Children were classified as severe,
moderate, or normal using scan-derived and manual
measurements independently, and the classifications were
compared (Figure 4). Classifications were concordant for 66.7%
(156/234) of the children by WHZ, 61.9% (145/234) of the
children by HAZ, and 77.4% (181/234) of the children by
MUAC. However, among children with low WHZ (<−2) by
manual measurement, only 32% (18/56) were identified as
wasted by scan-derived measurements. Similarly, among stunted
(HAZ <−2) and wasted children by MUAC (MUAC <125 cm),
only 23% (9/40) and 14% (3/22) were identified as stunted and
wasted by scan-derived measurements, respectively.

Key informants identified several issues unique to field data
collection that may have affected device performance. The
following section highlights issues related to (1) beta testing or
validating the device algorithm, (2) training and field
supervision, (3) data capture or field work, and (4) data
transmission.
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Figure 3. Bland-Altman plot of child stature (height and length) and mid–upper arm circumference (MUAC) comparing manual and scan-derived
measurements.
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Table 4. Statistical evaluation of differences between manual and scan-derived measurements (N=234).

Children, n (%)Pitman test95% limits of agree-
ment (cm)

Mean difference in cm
(95% CI)

Technical error of
measurement

P valuer

Height or length

234 (100)<.0010.34−23.86 to 22.86−0.50 (−2.03 to 1.04)8.41All children

151 (64.5)<.0010.41−11.86 to 11.38−0.24 (−1.19 to 0.71)4.18Excluding flagged and discor-

dant valuesa

Age (months)

80 (34.2)<.0010.65−22.7 to 22.01−0.35 (−2.88 to 2.19)8.020 to 23

154 (65.8)<.0010.46−24.51 to 23.36−0.58 (−2.52 to 1.37)8.6224 to 59

Sex

115 (49.1)<.0010.37−20.06 to 17.85−1.11 (−2.89 to 0.68)6.85Female

119 (50.9)<.0010.33−26.88 to 27.070.09 (−2.41 to 2.59)9.69Male

Teamb

69 (29.5).100.20−14.37 to 14.08−0.15 (−1.89 to 1.60)5.10Team 1

59 (25.2).010.33−19.19 to 20.940.87 (−1.79 to 3.54)7.20Team 2

45 (19.2).030.33−15.65 to 15.940.15 (−2.27 to 2.57)5.64Team 3

13 (5.6).130.44−25.98 to 21.14−2.42 (−9.68 to 4.84)8.34Team 4

45 (19.2)<.0010.53−42.83 to 35.24−3.80 (−0.978 to 2.19)14.18Team 5

Mid–upper arm circumference

234 (100)<.0010.56−3.95 to 5.390.72 (0.41 to 1.03)1.76All children

151 (64.5)<.0010.51−3.53 to 5.100.78 (0.43 to 1.14)1.64Excluding flagged and discor-

dant valuesa

Age (months)

80 (34.2)<.0010.70−3.18 to 5.120.97 (0.5 to 1.44)1.640 to 23

154 (65.8)<.0010.58−4.33 to 5.500.59 (0.19 to 0.99)1.8224 to 59

Sex

115 (49.1)<.0010.54−3.93 to 5.320.69 (0.26 to 1.13)1.73Female

119 (50.9)<.0010.57−3.99 to 5.480.75 (0.31 to 1.19)1.78Male

Teamb

69 (29.5)<.0010.55−2.28 to 4.781.25 (0.82 to 1.68)1.54Team 1

59 (25.2)<.0010.52−2.60 to 5.491.45 (0.91 to 1.98)1.77Team 2

45 (19.2).010.41−2.19 to 4.351.08 (0.58 to 1.59)1.40Team 3

13 (5.6).360.28−3.86 to 4.010.07 (−1.14 to 1.29)1.37Team 4

45 (19.2)<.0010.61−7.20 to 4.77−1.22 (−2.13 to –0.3)2.30Team 5

aRecords were excluded if the absolute height measurement derived from the scans was out of the range, if the weight-for-height or weight-for-length
z score or height- or length-for-age z score calculated from the scanned value was considered an outlier (fixed exclusion), if the sex recorded by the
manual anthropometry and the scan teams was different, or recorded ages differed by >6 months or recorded weight differed by >10 kg.
bTeam 6 was excluded given the small number (n=3) of children with both scan-derived and manual measurements.
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Figure 4. Classification of nutritional status based on manual and scan-derived measurements. HAZ: height- or length-for-age z score; MUAC:
mid–upper arm circumference; WHZ: weight-for-height or weight-for-length z score.

Validation of Device Algorithm (Beta Testing)
The third-generation software included major software changes
aimed at full automation as well as a transition to the Android
platform. However, the COVID-19 pandemic and the resulting
social distancing policies limited the ability of developers to
test and refine the new algorithms as they had done following
previous substantive revisions of the software:

We came up with this newer device, which was on an
Android phone with an Intel scanner to try to provide
real time results. We knew that we needed to get some
preliminary data here in the US to test out the system
and also to validate the algorithms and to try and
make some revisions to the software you always have
to come back and kind of and tweak the estimation
algorithms. Because of the pandemic, we really got
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limited to [the developer’s] children...the kids that I
really got a chance to test on were roughly from the
ages of 10 to 16. So, none of the real younger kids.
So, I'd say, that was really a big hold back for us. We
really didn’t get to test the device rigorously before
we had to send it to South Sudan and let them try and
run a pilot trial.

The age of the children used for validating the algorithm may
have been particularly relevant given the difference in how the
software operated for younger children measured in a supine
position (the software identified the child’s heel) compared with
older children measured while standing (the software identified
the floor). Beta testing in South Sudan revealed that the
software’s ability to identify children in the supine position was
more erratic. The algorithms were further adjusted before field
work began. However, developers reported that further beta
testing in the United States before deployment of the devices
would have been valuable, particularly given the challenges in
pushing software updates to South Sudan.

In addition to the demographics of the children included in the
initial beta testing, pandemic-related travel restrictions meant
that all prestudy testing to validate the algorithm was primarily
performed in the United States in well-lit, indoor spaces. To
address this, a pilot study in South Sudan was conducted in June
2021 and July 2021. Data collection in Malakal was delayed
several months to allow developers time to update the software
to address issues identified (eg, scan capture taking a prolonged
period) before data collection. Donor deadlines prevented
developers from taking more time to refine the algorithm before
field-testing the updated software.

Training and Field Supervision
South Sudan mandated a 2-week quarantine for international
travelers during the study period, which prevented BST
developers from traveling to conduct training and field
supervision as had been done in previous surveys. Training of
trainers was conducted via web-based video conferencing by
the BST team from the United States, in contrast to all previous
evaluations of the AutoAnthro technology. This was perceived
as a major barrier as it limited the ability to quickly identify
small errors in data capture during training as well as support
with technical troubleshooting.

The limitations of remote training were particularly relevant
during the exercise in which the enumerators practiced taking
scans on children. Observing these measurements remotely
proved to be impractical:

At one point we were on the phone with the group at
IMC and they were trying to capture data on a child
and we were getting really just garbage data. It wasn't
any good at all. Not usable. And we couldn't figure
out what the problem was. But it turned out that two
or three of the enumerators were using the device at
the same time on a child. Now if any of us had been
there, we would have corrected that problem in five
seconds. Because we were using a structured light
approach to generate these models, when one camera
is looking for its pattern, if another camera is also

running at the same time, it's generating a pattern
that interferes with the first one. It's a 5 second
problem in person that we didn't figure out for a day
or two.

During the training of enumerators, a single individual on each
team was identified to be trained on the AutoAnthro technology.
Enumerators felt that training all enumerators would have
enabled them to better support each other; in particular, team
leads (who were not trained on the software or positioning) felt
unempowered to supervise the quality of the scans by their
teams. In previous studies, all team members were trained on
the technology:

It’s technical work. We need more training for all
people...People are trained together, and some are
very quick at capturing what [information] we were
given in the training. In class, we are not equal...It’s
good for people to be trained in one place together
and then select [individuals to do scans] who would
be the best to do the job.

[We] needed additional days for training on the
device. [BST] needed to train all of us (not just the
scanner) so we could help each other especially on
positioning. More than 2 days for piloting and device
training are needed. Maybe 4 or 5 days on the
scanners so we have enough time to practice.

Key informants, including both enumerators and BST
developers, felt that the training could have been improved by
increasing the duration and improving the training materials
and protocol. Although the duration of the training for this study
was similar to that for previous evaluations of the AutoAnthro
technology, key informants felt that, in retrospect, the training
was too short. In addition, training was organized using a manual
that was written in English with few photographs. As most
enumerators did not speak English or spoke English as a second
or third language, a more visual field manual was recommended.
Finally, a standardization test (where 10 children were measured
twice by each enumerator) was performed for both manual and
scan-derived measurements, but only manual results were
evaluated for accuracy and precision, which was perceived as
a limitation.

Data Capture
Data collection occurred during the summer period in South
Sudan, where the temperature was consistently >100 °F (38 °C)
and, on many days of data collection, the teams experienced a
downpour of rain. When it was sunny, scans were commonly
performed outside in direct sunlight. When it was raining, scans
were typically performed indoors with doors and windows
closed to prevent water from entering such that space and light
were limited. Enumerators highlighted the small spaces and low
light conditions as key barriers to obtaining successful scans:

[What we were taught was that] the result will not
come accurate if the child is not positioned well, [but
there was] not enough space to put this child in a
good position. That is where the difference is coming
from.
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Limited testing was performed under these conditions; however,
developers believed that neither should have affected scan
performance:

You really only have to be 4 feet away from the
child...When you take a picture, how far back do you
normally stand? You know, I would say at least six
feet. Probably more when you're taking a picture of
your friends. And so [the appropriate distance for the
scans] might just not be where it is natural to stand.

[Poorly lit households] should not affect scan quality.
In fact, it should improve scan quality, in as much as
you get rid of direct sunlight because then you can
rely purely on the structured light. That should be
good. [The AutoAnthro technology] has two ways of
measuring distance: through this structured light by
putting like a pattern on the kid and knowing where
those [infrared] light dots are or [by geometry using
differences in angles from] two cameras
simultaneously on the object. In really bright light,
you can only use the dual cameras, and you can't rely
so much on the structured light.

An additional challenge noted by enumerators was that the
phone frequently overheated, shut down, and gave invalid
readings, an issue that was not observed in previous studies or
during stress testing. However, stress testing in advance of the
survey was limited to 2 hours, whereas field work lasted >8
hours per day. Key informants noted that the maximum
operating temperature of the 3D scanner is 95 °F (35 °C) and
that large swings in temperature can affect the trigonometry
used in the scanner to assess distance (eg, affect calibration of
distances between the camera and infrared light emission).
However, they were uncertain regarding whether operating the
devices 5 °F above the maximum operating temperature would
be meaningful:

On the third day [of data collection] the device began
to be hot. I reported those challenges to [the study
supervisor]. The device is showing that it locked itself.
When it failed, we know there was a problem. When
the device failed it may bring you “00” or may give
[a measurement of] 30 [cm for] MUAC...When it
failed, you could click save and select end session.
When the device gave you the “00,” I selected end
session, [restarted] and then scanned the child again.
To me it happened many times. In the third and fourth
days [of data collection], maybe 3 times [each day]

Scans used for analysis were automatically processed but
manually reviewed for the purpose of understanding the source
of errors. The 2 most common issues identified were scans
captured with the feet of the child obscured (affecting height
and length measurements) and with the enumerator too close
to the child such that the algorithm mistook the enumerator’s
arm for the child’s (affecting MUAC measurements). Unusual
light conditions were also noted to have affected scans but were
observed less frequently:

The feet were almost always obscured by the
enumerators hand or arms. So, there were some
guesswork there (I didn't touch the feet manually, but

algorithmically there's going to be a lot of uncertainty
as to where the feet are). In that case, you know, I
think we could have written the instructions
differently, meaning like just hold the child by the
calves or ankles not the balls of the feet. For the older
children who were standing, I saw so many cases
where you couldn't see the feet at all. They were just
too close, or they angled the phone incorrectly. In
this example [scan from training shown] there's plenty
of space between the outline of the feet in the bottom.
And yet there were so many instances where you
couldn't even see the child's ankles. Sometimes the
hands could get cut off as well but that’s not a
problem because [the algorithm] just looks for the
elbows. It was rare that the...head was not captured.
That happened a couple of times. It was pretty rare.
The procedural problem that we saw far more often
is that the enumerators arms were really close to the
child's arms and that would throw a joint (e.g., move
it from the child elbow to the enumerators elbow).

On the iOS device, aiming screen, you were clearly
moving a cube through 3-dimensional space—that is
what it looked like on the screen—and you're trying
to put the kid in that cube. You had a very clear
representation of what is in the cube and what is out
of the cube. Your goal is to put the kid entirely in that
cube. On the Android system it is much more like
aiming a camera. It feels more 2-dimensional. We
ended up adding a body outline which was useful, but
kids were still, I think, cut off. Where with the iOS
system your cut off was not the edge of the screen.
You're cut off was like this aiming box within the
screen. And because you're using an iPad you have
a bigger kind of field of vision [compared to the
Galaxy phones] is what it feels like when you're
aiming it, using both hands.

Finally, enumerators noted that refusals by caregivers were very
uncommon. Despite cultural sensitivities regarding capturing
photographs of young children, particularly naked young
children, they were typically able to reassure caregivers,
showing them that 3D models (not pictures) were captured and,
ultimately, most caregivers consented. However, children would
sometimes cry and have tantrums and, based on this, the
caregiver would withdraw consent. According to the
enumerators, this was commonly observed when trying to
capture scans for children aged <2 years whom they needed to
lie flat on their back with arms extended, ideally separated from
their caregiver.

Data Transmission
The transmission of the data was performed by the study
coordinator at the end of data collection; daily upload by
enumerators was not feasible given connectivity. A total of 198
scans were lost during the transmission process. Developers
have been unable to replicate the error observed during
transmission such that the source of the error occurred has not
been determined. On the basis of the metadata retained,
developers believe it is more likely that the scans were not
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captured (eg, the children were positioned, but scan acquisition
was not successfully initiated) than that scan transmission failed:

The data transmission is still, to my mind, somewhat
of a mystery. I don't understand why we could
essentially run Skype, so running video back and forth
between them and our servers but we could never
consistently get the data to automatically upload. We
went through all kind of hoops and work arounds
trying to get to make sure that we actually had all of
the data. And to this day, I don't know why our
software didn't work cleanly on data uploads. In other
places it has worked. [In South Sudan] it works very
inconsistently.

I do not believe that the data exists for a lot of those
sessions. Because I could not replicate what we
observed in South Sudan, where we have...a hundred
children on the server, but there's only data for 20.
And as far as I can tell, the only way that can happen
is if you enter the child's information to create new
session, but don't actually acquire the data for it.

Discussion

Principal Findings
This study evaluated the accuracy of scan-derived
anthropometric measurements among children aged 6 to 59
months calculated using the third-generation AutoAnthro
technology. This version of the AutoAnthro system aimed to
optimize 3D imaging technology for adoption at scale in
nonresearch settings, including austere contexts such as rural
South Sudan. In contrast to previous pilots in controlled settings
but consistent with other effectiveness evaluations, the quality
of scan-derived measurements was substantially poorer than
that of manual anthropometry [7,8]. Measurement derived from
scans in our study were biologically implausible for more than
1 in 20 children applying the cutoffs recommended by the WHO
[11]. Although the mean differences between measurements for
both height/length and MUAC were within 1 cm, only 1 in 5
measurements of stature and 1 in 3 measurements of MUAC
were within 1 cm of the manual measurement. The half width
of the 95% LoAs observed was >5 times wider for MUAC and
nearly 20 times wider for height/length than that observed in
the previous efficacy study [7]. In addition, the magnitude of
the error was associated with the size of the child such that
larger errors were observed among taller children and those
with greater arm circumference. The magnitude of the
differences observed translated into poor classification of
malnutrition; most children with wasting and stunting would
not have been identified for referral using the current version
of the AutoAnthro technology.

The context of the COVID-19 pandemic as well as the
low-resource setting of South Sudan served to highlight logistic
challenges not previously identified with the use of the 3D
imaging technology and likely contributed to the low accuracy
observed in our study. Successful scans were processed for only
4 in 10 children included in the study as a result of higher refusal
rates, poorer scan quality, and a large number of scans
unsuccessfully transmitted. Although high refusal rates have

been reported in previous studies of 3D scan technologies, the
magnitude of the problem in South Sudan is distinct [5,8].
COVID-19 pandemic–related social distancing orders limited
the number of children, particularly younger children, measured
in a supine position available to use for validating the device
algorithm before the initiation of field pilots and data collection.
In addition, global COVID-19 travel restrictions prevented BST
developers from conducting in-person trainings or providing
real-time feedback to IMC IT staff or enumerators. Both of
these factors were seen as critical barriers to the success of the
AutoAnthro evaluation from the perspective of the software
developers and the users.

Although quantitative analysis documented accuracy too poor
to support the widespread adoption of the AutoAnthro software
at present, key informant interviews provided insights into
investments that may improve scan capture and processing.
With respect to the software platform, further enhancements
are needed to ensure that scans can be transmitted successfully
on low-bandwidth networks and that scans captured in extreme
light conditions (direct sunlight or very low light) can be
processed without issue. To support a transition to full
automation, the ability of enumerators and field supervisors to
review scans and metadata was more restricted than in previous
versions of the technology evaluated in the studies by Conkle
et al [7] and Bougma et al [8]. Although automation will be
essential for adoption at scale, revisiting what information
remains available to enumerators and field supervisors locally
on the device may be key to ensuring that field teams can aid
in guaranteeing that scans are well captured and successfully
saved. In addition, empowering teams to indicate which scans
should be retained for analysis may further serve to address the
barriers in scan quality identified. The teams used real-time,
scan-derived height/length estimates to inform whether they
should collect additional scans. The analysis approach,
determined a priori, used the median of all scan values without
input from enumerators on field challenges. Adaptations to the
algorithm that allow teams to indicate scans that should be
discarded may serve to improve accuracy.

In addition, further improvements in training materials are
needed to ensure a more optimal implementation without direct
support from the BST team; this would ultimately be needed to
allow for use at scale. Updates to training protocols and
materials would benefit from translation to local languages and
more illustrations to support non–English-speaking and
low-literacy enumerators. Ensuring adequate time for practice
is also essential. Consistent with previous research, we identified
a need for further guidance on scan capture and positioning in
field conditions experienced (eg, low light, small spaces, and
direct sunlight) [18]. Where scans were captured with the child’s
head, feet, and arms clearly in the frame and not obscured by
the enumerator or caregiver, the quality was acceptable. Both
the availability and accuracy of scans were strongly associated
with the enumeration team, notably more so than any
characteristic of the child measured. Although the study was
not designed to isolate the contribution of software, hardware,
and the user to device accuracy, large differences in accuracy
by team help illustrate how data acquisition (eg, positioning of
the child relative to the scanner and caregiver, control of
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lighting, adaptation to space constraints, and other environmental
factors) can affect scan-derived measurements. To the extent
that user variation can be controlled with additional
improvements in training, this may present an opportunity for
future performance improvements.

This study is subject to at least six limitations. First, scans for
over one-third of the sampled children were not successfully
transmitted to the cloud server and could not be recovered from
the devices. Although successful transmission of scans was not
associated with child demographic characteristics or nutritional
status, the loss of data resulted in a smaller sample size and
limited power for planned analysis. Second, to ensure that the
manual and scan-derived measurements were correctly matched,
the child’s age, sex, and weight were entered into both data sets
as well as a child identification number. However, for many
children with matched identification numbers, these other values
were not a perfect match, prompting concerns about whether
both measurements were truly from the same child. Third,
manual measurements were used as the standard for evaluating
the scan-derived measurements; however, there is some
indication of terminal digit preference score, and the SD of
WHZ and HAZ values exceeded 1.1, an indication of potential
measurement error [11,19]. Fourth, given the humanitarian
context, repeat manual or scan-derived measurements were not
collected. As a result, we were unable to evaluate the reliability
of these measurements. Fifth, information on the number of
eligible children measured per household was recorded on paper
forms. The forms for 5 clusters were damaged in a heavy
rainstorm such that the total number of refusals in these clusters
is unknown. Finally, the study sample is unique in that the
population sampled was from a single internally displaced
person site, and data collection occurred during the COVID-19

pandemic, both factors that may affect the generalizability of
the findings to other populations and periods.

Conclusions
This study was initiated given considerable interest in 3D
imaging technology, the potential use of the lightweight
hardware, strong user acceptability, and evidence supporting
the potential time savings relative to manual anthropometry
[20]. Previous studies in controlled settings provided evidence
that repeated scans could reliably estimate height/length and
MUAC, suggesting the potential of 3D imaging technology as
an alternative to manual measurement [7]. This study aimed to
evaluate whether these results could be replicated at scale with
full automation of scan processing and minimal oversight of
training and data collection. Enumerators communicated an
overall interest in the device performing well given that the scan
capture generally took less time than manual measurement and
eased field work. However, our findings suggest that the
scan-derived measurements produced by AutoAnthro were not
of sufficient accuracy for widespread adoption. Developers
generally concluded that they needed more time to test and
improve training and software; pandemic and financial barriers
prevented them from ensuring that the software worked as
intended before final testing. Further investments in the software
algorithms are needed to address issues with scan capture and
transmission—to ensure that scans can be captured in difficult
field contexts (eg, extreme light conditions and temperature
conditions) and efficiently transmitted on low-bandwidth
networks. In addition, software revisions aimed at empowering
field enumerators and supervisors were proposed, including
local retention of data to facilitate field review of scan capture
completeness and quality. Finally, differences in accuracy by
team provide evidence that investments in training may also be
able to improve performance.
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HAZ: height-for-age or length-for-age z score
IMC: International Medical Corps
LoA: limit of agreement
MUAC: mid–upper arm circumference
TEM: technical error of measurement
WHO: World Health Organization
WHZ: weight-for-height or weight-for-length z score
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Abstract

Background: Precision public health (PPH) can maximize impact by targeting surveillance and interventions by temporal,
spatial, and epidemiological characteristics. Although rapid diagnostic tests (RDTs) have enabled ubiquitous point-of-care testing
in low-resource settings, their impact has been less than anticipated, owing in part to lack of features to streamline data capture
and analysis.

Objective: We aimed to transform the RDT into a tool for PPH by defining information and data axioms and an information
utilization index (IUI); identifying design features to maximize the IUI; and producing open guidelines (OGs) for modular RDT
features that enable links with digital health tools to create an RDT-OG system.

Methods: We reviewed published papers and conducted a survey with experts or users of RDTs in the sectors of technology,
manufacturing, and deployment to define features and axioms for information utilization. We developed an IUI, ranging from
0% to 100%, and calculated this index for 33 World Health Organization–prequalified RDTs. RDT-OG specifications were
developed to maximize the IUI; the feasibility and specifications were assessed through developing malaria and COVID-19 RDTs
based on OGs for use in Kenya and Indonesia.

Results: The survey respondents (n=33) included 16 researchers, 7 technologists, 3 manufacturers, 2 doctors or nurses, and 5
other users. They were most concerned about the proper use of RDTs (30/33, 91%), their interpretation (28/33, 85%), and reliability
(26/33, 79%), and were confident that smartphone-based RDT readers could address some reliability concerns (28/33, 85%), and
that readers were more important for complex or multiplex RDTs (33/33, 100%). The IUI of prequalified RDTs ranged from
13% to 75% (median 33%). In contrast, the IUI for an RDT-OG prototype was 91%. The RDT open guideline system that was
developed was shown to be feasible by (1) creating a reference RDT-OG prototype; (2) implementing its features and capabilities
on a smartphone RDT reader, cloud information system, and Fast Healthcare Interoperability Resources; and (3) analyzing the
potential public health impact of RDT-OG integration with laboratory, surveillance, and vital statistics systems.

Conclusions: Policy makers and manufacturers can define, adopt, and synergize with RDT-OGs and digital health initiatives.
The RDT-OG approach could enable real-time diagnostic and epidemiological monitoring with adaptive interventions to facilitate
control or elimination of current and emerging diseases through PPH.

(JMIR Biomed Eng 2022;7(2):e26800)   doi:10.2196/26800
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Introduction

Background
Rapid diagnostic tests (RDTs), specifically
immunochromatographic lateral flow assays, can provide
accurate real-time point-of-care diagnoses in low-resource
settings and have been an important tool in the global health
arsenal. Advances in microfluidics have enabled the medical
device community to design smaller RDTs—as small as half
the area of a business card and the thickness of a watch—that
can be used to diagnose more conditions and are low cost—less
than US $1 per device [1]. Manufacturers and international
health organizations have collaborated to deliver hundreds of
millions of RDTs to countries and communities [2]. However,
the full potential of RDTs as a public health tool has not yet
been realized. This is due to field deployment challenges
amplified by a fragmented market, nonstandard designs, and
lack of features that facilitate systematic capture and use of
RDT results and patient data. Fortunately, current
technology—computer vision, widely deployed smartphones,
and mobile networks—applied to RDTs provides a scalable
path to improved health and well-being through the emerging
paradigm of precision public health (PPH). PPH is a field that
aims to maximize impact with the active use of data for
surveillance and targeted interventions by temporal, spatial, and
epidemiological characteristics of populations.

Therefore, we aimed to define axioms to underpin steps to
incorporate RDTs into a PPH approach, identify an initial set

of features (RDT’s hardware and software features) that would
be needed to implement these axioms, and select a final
evidence-based set of features that could be used by health
policy and program implementers in integrating RDTs as tools
for frontline health care workers at the community and clinic
levels [3,4].

Challenges Facing the Current RDT Ecosystem
There are 3 core challenges faced within the current RDT
ecosystem, which impede application and widespread
implementation for PPH.

Lack of Data Standards
The lack of uniformity in RDT hardware and software
substantially limits the integration of public health data from
RDTs into current health information systems, thereby impeding
their ability to respond to emerging crises [5]. Under these
conditions, bridging these limitations requires analytics-intensive
tasks to convert, code, recode, and integrate data. Current RDT
versions require specific knowledge and tools that are typically
not compatible (Figure 1), leading to a combinatorial explosion
of integration and data interoperability requirements. Without
uniformity, health professionals and individual consumers using
RDTs cannot benefit from integration with point-of-care
smartphone apps to enable personal tailored care guided by
modern machine learning techniques that can calculate the prior
probabilities of having a condition from data on demography,
the environment, and etiology.

Figure 1. Current rapid diagnostic test processes (left) use undefined or proprietary standards, which lead to multiple incompatible protocols (ie,
incompatible apps and devices). The rapid diagnostic test open guideline process (right) uses standard guidelines to produce modular reference rapid
diagnostic tests that are compatible and can be read by a well-defined protocol for devices and apps. ID: identifier code or number for each device; ML:
machine learning; POC: point-of-care; RDT: rapid diagnostic test.
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Heterogeneity of RDT Reader Hardware
One strategy to improve the uniformity, amount, and quality of
information collected from RDTs is to use custom hardware
readers and image capture and analysis devices (eg, the
DekiReader [6], specialized microscopes, and device holders).
However, these devices can be problematic owing to the
expense, continuous supply, and maintenance required. As such,
custom hardware is incompatible with large-scale deployments
and the broad consumer use necessary for RDTs to cover high-
and emerging-risk areas; therefore, such devices hinder the
continuous stream of accurate diagnostic data needed to expose
outbreaks of known diseases and predict the emergence of new
diseases.

Diversity of RDT Form Factors and Instructions
Any diagnostics integrated with smartphones would still involve
manual use of an RDT and interaction with patients. However,

several studies have documented the challenges faced by health
care workers in translating their competency to use one RDT
to comparable competency with another (ie, those for similar
diseases, from other manufacturers, or with revised procedures).
The lack of consistency contributes to high error rates in RDT
usage and interpretation and limits their impact [7].

Solving These Challenges With Open Guidelines
Based on these challenges, we define 3 axioms that underpin
solutions (Table 1). To solve the challenges and maximize
information usage for PPH, RDTs should adhere to a set of open
guidelines (OGs), and use smartphone readers and data protocols
that standardize the information—both horizontally between
different manufacturers or providers and vertically between
different steps in the RDT life cycle (Figure 1). These axioms
can transform the current state of the RDT ecosystem into one
that supports PPH. RDT-OGs address the data uniformity
challenge of RDTs by standardizing the capture and use of data.

Table 1. Rapid diagnostic test open guideline axioms.

DescriptionAxiom

To address the custom hardware challenge, we designed RDT open guidelines (OGs) in line with the
existing realities of the rapid diagnostic test manufacturing world. Manufacturers focused on creating
tests simple enough to be used in clinical, community, and household settings by minimally trained
community health workers, and eventually clients themselves. This need for widespread use leads us to
define RDT-OGs to satisfy and facilitate these needs.

Axiom 1: Maximize rapid diagnostic test
(RDT) data usage by capturing and structur-
ing information for integration

This allows implementers of RDT-OGs to create solutions accessible by locally available technology
and capability, including those that use pre-existing devices in target communities, such as low-cost
smartphones [8]. RDT-OGs address the problems caused by lack of physical device uniformity by de-
signing for human and device interoperability.

Axiom 2: Any solution must rely on only
readily available local resources

This applies to RDT hardware, the software reading and interpreting RDTs, and the data schemas inte-
grating with external systems. When using software-based RDT readers, following Axiom 3 leads us to
link individual RDTs to uniform interactive guidance of users as they conduct a diagnostic test.

Axiom 3: Diagnostic interfaces should re-
main uniform or compatible

The Need to Catalyze the Era of RDT-OGs
We have chosen to address the current challenges in RDTs with
open guidelines in order to focus directly on the systems and
integration problems they face. Figure 2 shows initial progress
as RDTs were developed in the laboratory; as researchers
predicted their impact, optimism surrounding their potential
grew. As RDT rollouts began, the ability to capture diagnostic
data increased, but these increases did not keep pace with global
growth in the technological capacity to store, communicate, and
analyze information [9].

This changing technology landscape, combined with a lack of
individual RDT identifiers, inconsistent test use protocols, and
the appearance of fraudulent and counterfeit RDTs, led to a
relative decrease in information use; however, as the RDT
community began to effectively encode and aggregate
information and improve the training of health care workers,
information use increased. Currently, RDTs have reached a
tipping point—there are multiple proprietary hardware and

software solutions, and medical systems are facing “information
overload” [10]. The future trend in information use could take
1 of 2 diverging paths—modest growth with eventual stagnation
or a promising future with open guidelines aligned with the
aforementioned PPH axioms to accelerate impact by enhancing
information usage (Figure 2).

Below, we describe our methods, present survey results from
experts in RDT technology, formally establish an information
utilization index (IUI), and define how various RDT features
gather information. We use this to assess World Health
Organization (WHO)–prequalified RDTs in comparison to a
prototype RDT based on open guidelines and then discuss these
results and related work in field-based hardware and software
diagnostics and standards. As access to telecommunications
networks improves worldwide, and advanced information
systems become more widely used by ministries of health and
global health organizations, the community can dramatically
accelerate the transformational impact promised by RDTs.
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Figure 2. The trajectory of information use in response to rapid diagnostic test technology innovation, which shows the introduction of rapid diagnostic
tests and their initial impact (black line) followed by subsequent challenges (red line) and improvements (green line). Potential future paths are also
shown: a lower growth in information utilization under the current incremental improvements (gray dashed line) or an accelerating trajectory enabled
with rapid diagnostic test open guidelines (blue dashed line). GTIN: global trade item number; RDT: rapid diagnostic test.

Methods

Review of Published Literature
To identify key issues related to data capture and use from
RDTs, we conducted a review of published papers using the
Semantic Scholar artificial intelligence–enabled research search
engine [11]. We focused on, but did not constrain ourselves to,
PubMed-indexed medical journal papers. The search was
conducted on December 31, 2018, and updated on December
31, 2019, using the keywords “rdt,” “smartphone,” and “mobile
phone.” The search revealed 480 papers that were further
screened for the study of lateral flow immunochromatographic
rapid tests, yielding 58 papers. In addition to reviewing these
papers, we reviewed their citations to identify additional papers
in telecytology, immunochromatography, and diagnostic
hardware. From these papers, we extracted themes and concepts
related to barriers to information capture and usage from RDTs,
and applied a grounded theory conceptual framework to compile
and code themes and concepts into core ideas and then
high-level abstractions and classifications. These were discussed
and reviewed by 3 different members of the team. We
considered this process complete when saturation was reached
(ie, no additional novel ideas or abstractions emerged upon
review of additional papers).

RDT Stakeholder Survey

Procedure
The literature review and PPH axioms were used to identify the
fundamental features and feasibility of open guidelines for RDTs
that maximize information usage for PPH. A survey was
designed, which comprised 30 questions (Multimedia Appendix
1). Respondent-driven sampling was used and initiated by
contacting authors of the papers reviewed and professional
referrals, which included researchers, medical technologists,

manufacturers, medical professionals, and frontline health
workers. These stakeholders were asked to participate in a
web-based survey that comprised specific statements that
corresponded to general, user-specific, manufacturer-based
issues or issues regarding informatics. A 5-point Likert scale
was used for response: 0=strongly disagree, 1=disagree,
2=neutral, 3=agree, 4=strongly agree, and unable to reply.
Replies were accrued from January 2019 to March 2019, and
submitted entries were downloaded and tabulated. Results were
summarized by tabulations and analysis of proportions using
Excel (version 16; Microsoft Inc).

Ethics Approval
We note that the survey was exempt from human subjects
research as per guidelines from the US Department of Health
and Human Services as it assessed a public benefit or service
and was not about humans, and did not collect sensitive
information.

Defining the IUI
Survey results and the literature review were used to identify
essential information features for RDTs and their integration
into health care platforms to support PPH. The presence or
absence of a feature for a specific RDT could be used to
calculate an IUI defined as number of features present or the
number of features defined. We then selected WHO prequalified
cassette-based RDTs for malaria and HIV that had been assessed
for performance [12] and calculated the IUI.

Results

Literature Review
The review of published literature and thematic extraction of
concepts related to information capture and usage from RDTs
led us to identify the following core areas that affect information
usage (Table 2).
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Table 2. Core areas that affect information usage.

DescriptionCore areas

This is related to issues of RDT choreography, and proper reading and interpretation even when control
and results lines were clear.

Challenges in using commonly deployed
rapid diagnostic tests (RDTs).

This referred to shadows from the cassette on the surface of the immunochromatographic strip, or glare
from the cassette and surface of the strip, all of which hindered image capture quality.

Existing barriers for mobile imaging of
RDTs.

This included specific characteristics of RDTs that could be feasibly standardized.Criteria for designing RDT standards.

This referred to cost and other factors that could hinder manufacturing to an enhanced standard.Barriers to RDT manufacturing standards.

This included the practicality of using identified features in the clinical or field setting.Feasibility and features for smartphone-read
RDTs.

This included whether or not read-out systems for RDTs would be acceptable for clinical or field person-
nel, if the actual reaction was not observable.

Perceptions of non–human-readable RDTs
(eg, electrochemical readouts).

RDT Stakeholder Survey
We contacted 81 stakeholders, and 33 completed the
questionnaire (16 researchers, 7 technologists, 3 manufacturers,
2 doctors or nurses, and 5 others). Respondents were most
concerned about the proper use of RDTs (agreed: 30/33, 91%),
their interpretation (agreed: 28/33, 85%), and reliability (agreed:
26/33, 79%). Respondents were confident that smartphone-based
RDT readers could address some reliability concerns (agreed:
28/33, 85%) and that readers were more important for complex
or multiplex RDTs (agreed: 33/33, 100%).

IUI
Based on these results, and because RDTs are embedded in a
set of protocols and practices defined by health care workers,
institutions, clients, and communities, proper usage of rapid
diagnostic tests depends not only on a physical device but also
on its integration into the larger ecosystem. In this context, to

maximize information usage, an RDT platform must function
effectively in all phases of its life cycle, with added value at
each phase.

Specific stakeholder results are divided into discrete phases of
the rapid diagnostic test life cycle (Manufacture, Shipping, Use,
Interpretation, and Disposal), and RDT capabilities are divided
into themes (Metadata, Molding of the Cassette, Printed Data,
and Smartphone Reader) (Figure 3). The open guidelines
contribute to each theme, and they are essential for the
Smartphone Reader theme. A conceptual framework that
contrasts the accumulated value of RDT open guidelines and
the current RDT process shows an increase at each life cycle
phase. Specific capabilities drive these increases (Figure 3).

We identified 11 essential information features for RDTs and
their integration into health care platforms, which define
components of the IUI (Textbox 1).
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Figure 3. Conceptual framework of gaps in information use through the rapid diagnostic test life cycle. Information utilization (vertical axis) is quantified
relative to 5 distinct phases of the rapid diagnostic test life cycle (horizontal axis): Manufacturing, Shipping, Use, Interpretation, and Disposal. Over
the life cycle, the information utilization of the current process increases (black line), but with the use of rapid diagnostic test open guidelines, information
utilization would increase (blue line) as a result of several features (list at bottom).

Textbox 1. Components of the information utilization index.

1. Smartphone or other device reader exists

2. Instructions included

3. Cassette is not reflective

4. Test strip is not reflective

5. Shadow does not exist on test window

6. Expiration date printed on device

7. Identifier printed on device

8. Color calibration panel on device

9. 2D barcode on device

10. Test name clearly printed on device

11. Regulator (eg, World Health Organization) approved for lab and field use

Assessment of Current Rapid Diagnostic Tests
The IUI—which provides an overview of how much information
current diagnostics can capture and where there is room for
improvement—for prequalified RDTs and an OG RDT had

values ranging from 0 to 0.75 (mean 0.27; median 0.30, IQR
0.25) (Figure 4). The large bracket shows that 70% of this
information usage score can be attributed to printed or other
nonphysical changes, while the remaining 30% require physical
changes to the RDT.
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Figure 4. Information utilization index for WHO prequalified rapid diagnostic tests (RDTs). Scores were calculated for 33 WHO prequalified devices
that had accessible information (blue, names listed below), as well as an RDT based on the RDT Open Guidelines (grey). The median information
utilization score was 0.30 (magenta line), in contrast to 0.91, the score for an Open Guidelines RDT. 70% (top bracket) of the Open Guidelines RDT
score can be attributed to non-physical changes, while the remaining 30% (bottom bracket) requires physical changes to the RDT.

Discussion

RDT Open Guidelines
Our RDT-OGs recommend the horizontal integration of RDT
hardware through consistent physical modules, thereby enabling
vertical integration of RDT software through consistent
protocols linking supply chain, test choreography, and
interpretation. In Figure 5, a reference example of RDT-OGs
with colored overlays identifying the core modifications is
shown. These include a 2D barcode to embed information
needed for an app to identify, read, and interpret the RDT;
fiducials as reference points to assist the camera and phone to
quickly and accurately identify the RDT areas of interest and
reference; and a color calibration panel to enable reliable
colorimetric inference. In addition, 3 WHO-prequalified RDTs
with overlays are shown to highlight current inconsistencies
between tests (Figure 5).

In comparing the optimized IUI and design of the reference
RDT-OGs to others, we observed both the heterogeneity and
common structures across all RDTs. We have designed
RDT-OGs to be useful whether adopting all recommendations,
a subset of modules, or using existing cassettes linked to an
RDT-OG–compatible software platform. Defining common
data models and schemas provides an information architecture
that would encapsulate data from any module combination that
exists on the RDT. The RDT-OG data schema can be effectively
encoded by the 2D barcode and easily drive the process forward

via a reader app. The design and production aspects have proved
feasible given the successful production of the prototype, and
the field assessments, such as assessment of integration with
epidemiological monitoring systems, are ongoing.

Creating a systematic way (Figure 6) to collect and aggregate
structured RDT data allows the community to continuously
monitor device performance, disease prevalence, and the
relationship between demographic priors and diagnostic
outcomes. This workflow, like the RDT-OG, is not tied to a
particular diagnostic and is designed to accommodate both
existing and emerging diagnostics. RDTs can increase their IUI
by using a universal RDT-OG–compatible reader and data
storage. New RDTs that become available in the market can
further increase their IUI by using the hardware
recommendations of the RDT-OGs (Figure 6). The workflow
integrates automatic result interpretation modules using machine
learning from image libraries or template-based approaches and
can dynamically accommodate new RDTs through
database-backed parameters defining rapid diagnostic test
components and hyperparameters identifying the specific RDT
(Figure 7). The rapidly growing number of COVID-19 serology
and antigen-based RDTs show the critical role of dynamically
supporting newly released RDTs [13,14].

To the best of our knowledge, this is the first paper to propose
guidelines to harmonize the hardware, software, and data
standard used to read and interpret RDTs.
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Figure 5. Unifying rapid diagnostic test functionalities based on formal guidelines. A rapid diagnostic test based on the rapid diagnostic test open
guidelines (left) should have certain functional components, as indicated by the color-coded overlay. In contrast, 3 RDTs currently on the World Health
Organization–prequalified list have only some of these components (right, with color-coded overlays).
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Figure 6. In a system that incorporates rapid diagnostic test open guidelines, data are captured and digitized data from rapid diagnostic tests using a
smartphone app that is compatible with the rapid diagnostic test open guidelines. These data are transmitted to a health information system platform
and integrated with health system data, laboratory data, and other relevant data, then used to build machine learning models that both feed upstream, to
smartphone apps to model symptoms and to be used to better interpret results, as well as downstream, for monitoring. Planners, managers, and researchers
can use the real-time data to decide on modifications to existing programs and plan new programs. The color of the lines identifies the primary participant
in that portion of the workflow, and the badges depict where to apply the features of the rapid diagnostic test open guideline. ML: machine learning;
RDT: rapid diagnostic tests.

Figure 7. A Fast Healthcare Interoperability Resources–based workflow using the Device Definition resource for Open Guidelines based rapid diagnostic
tests connected to Device, Observation, and Patient resources. Medical devices are defined using the DeviceDefinition resource (to specify their physical
characteristics and links to external information systems). Each rapid diagnostic test used corresponds to a Device resource linked to the appropriate
DeviceDefinition resource, as well as to Patient and Observation resources that store patient information and test results, respectively.

Diagnostics

Overview
It is useful to review the RDT-OG system with related hardware,
software, and standard-based approaches to field diagnostics,
and to note limitations and next steps to integrate the RDT-OGs
into the digital health ecosystem.

Integrated Hardware-Based Field Diagnostics
Hardware-based field diagnostics require reusable equipment
to function and connect to software systems. For example, the

DekiReader is a portable device that guides users through a
malaria RDT, reads, and automatically interprets test results; it
is notable that its results are not significantly different from
human readings [6,15]. Similarly, NutriPhone pairs a lateral
flow cassette with a hardware device and app to guide users and
process images of test results to measure vitamin B12 levels. It
has not been tested at scale; however, in a sample of 12
participants, there was a correlation of 0.93 with the results
from an immunoassay [16].
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Software-Based Field Diagnostics
In contrast, software-based field diagnostics do not require
additional hardware to function, while having accuracy
comparable to human interpretations of RDTs or images of used
tests [17]. Dell and Borriello [18] made use of the pre-existing
Open Data Kit to read various cassette-based RDTs using only
smartphones and 3D printable stands for consistent image
capture. Similarly, Ozkan and Kayhan [19] developed an RDT
holder that clips onto smartphones to improve image consistency
and data interpretation. Demonstrating the utility beyond
cassette-based RDT formats, Ra et al [20] combined a urine test
strip with color calibration markers and a smartphone app to
improve automated urinalysis accuracy across various lighting
conditions. There are also proprietary RDT-reading platforms,
including BBI Solutions’ Novarum Smartphone Reader and
Abingdon Health’s AppDx Smartphone Reader, that integrate
on-cassette QR codes but with limited information (such as
RDT type) [21,22].

Though these approaches integrate modern software, their
generalizability is limited by having been designed in the
absence of guidelines that standardize their solutions, and
therefore do not adhere to PPH axioms 2 and 3. Vashist et al
[23] reviewed how smartphone-based health care apps and
devices, including related medical, privacy, and data standards,
remain fractured without guidelines or standards. A recent
review [24] further extended the number of diagnostic devices
and companies involved, and again concluded there is a lack of
unification.

General Challenges in Field Diagnostics
Yager et al [25] describe the biomedical engineering community
as historically focused on laboratory-based diagnostics and
highlight the work needed to adapt tools for settings in low-
and middle-income countries. Improvement in test instructions,
health worker training, and performance monitoring all correlate
with reduced preanalytical errors, improved test performance,
and increased result reliability [7,26,27].

There is a growing consensus that point-of-care diagnostics and
smartphones equipped with digital health solutions are
converging and that this advancement may significantly expand
self-managed care [28,29]. However, we currently lack digital
health interventions with diagnostics linked to clinical care
pathways and infectious disease surveillance systems [30], as
well as solutions to the privacy and data stewardship challenges
necessary for large-scale deployment [28]. Despite these
challenges, researchers have outlined numerous promising future
point-of-care linkages: handheld ultrasounds and software
platforms with standardized databases integrating artificial
intelligence [31], telecytology platforms for test-and-not-treat
strategies [32], and accurate diagnoses of oral cancer using
convolutional neural networks [33].

Related Regulations and Standards
Existing standards for diagnostics encompass RDTs, including
several related standards in health technology, medical devices,
and precision medicine. For example, given that most rapid
diagnostic tests have maximal temperature limits for storage
and use, temperature exposure monitors such as those used on

vaccine vials would be warranted based on performance
degradation from heat exposure [34]. In addition, use of the
Fast Healthcare Interoperability Resources (FHIR) [35] can
define clinical data as a graph of well-defined fields and data
types (Figure 7). A number of current digital lab data platforms
and application programming interfaces already handle related
diagnostic and laboratory information management with FHIR
as a common standard [36].

Regulators, such as the US Food and Drug Administration,
define pathways to classify novel medical devices, including
communication-enabled RDTs, for which there are no similar
existing devices [37]. Similarly, the Medical Device
Communications Testing Project from the National Institute of
Standards and Technology is relevant to any form of medical
device communication and applicable to RDTs which
communicate via radio frequency or electrochemical means
[38]. These regulatory bodies also promote innovation (eg, the
National Institute of Standards and Technology Text Retrieval
Conference, where annual precision medicine competitions
model the most effective treatments) exemplifying how
communities can benefit from well-structured data [39].

Limitations
This study has some limitations. First, the response rate from
the survey was 40% (33/81), and the survey results may have
benefited from additional feedback from a broader group.
Nevertheless, there was strong thematic concordance between
core responses from the survey and findings from the literature
review. Second, after designing the open guidelines, we did not
solicit additional feedback from the same and similar groups of
persons who were contacted for the survey. This additional step
would serve to validate the utility of the open guidelines. We
note that our goal was to collect feedback from RDT producers
and users of RDT-OGs. Third, we limited ourselves to
information usage issues and solutions for cassette-based rapid
tests and did not include the simpler dipstick type strips.
However, the same concepts would apply and would need to
be implemented in a way that is compatible with the lower space
and cost profile of such tests [40]. Despite these caveats, the
proposed RDT-OG approach is clearly applicable to the majority
of RDTs currently deployed globally, and to those likely to be
produced in the future as multiplex and complex tests become
the norm.

Conclusions and Policy Recommendations
In response to the goals and ambitions of the RDT community,
we defined PPH axioms and derived RDT-OGs. The
recommended modular foundation is designed to accelerate
current RDT development, fieldwork, and successfully translate
RDTs into effective field evaluations and deployments at scale.
These guidelines thus confer functionality to diagnostic devices,
the smartphone apps interpreting them, and the health
information system analyzing them. For example, temperature
sensors may be essential to assure proper storage and quality
of some rapid diagnostic tests [34], and the modularity of open
guidelines can accommodate this need. Although modifying
supply chains may be infeasible in areas with rigid logistics or
fixed asset costs, the RDT-OGs gives the community a pathway
to extend the functionality of pre-existing field-based diagnostics
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through advances in machine learning, which do not require
RDT modifications.

National and global policy makers have shown a willingness
and ability to convene communities around guidelines that
benefit RDT stakeholders; for example, the WHO
prequalification of medicines program, FHIR, SNOMED, and
LOINC. As the WHO, the Global Fund, Foundation for
Innovative New Diagnostics, and others continue this work,
there is ample opportunity to adopt formal guidelines around
RDTs and their usage. For example, the WHO’s role in creating
and promoting prequalified malaria RDTs has incentivized
manufacturers to increase low-cost RDT production [41,42]. A
similar approach to incentivize machine-readable RDT
identifiers, and data schemas to interpret them, would likely
address challenges currently faced.

Thus, by providing guidance for RDT hardware, software, and
data interoperability, standards-setting organizations can
transform RDTs into a formidable public health tool for disease
prevention and treatment, in addition to diagnosis. These
innovations can accelerate long-term disease control efforts,
such as for malaria, which is responsible for 7.8% of the annual
deaths of children under 5 years old (20,000 children worldwide
[43]). Furthermore, these innovations can accelerate rapidly
evolving disease control efforts, such as for COVID-19, where
serological or antigen detection investigations face challenges
in obtaining case information; these challenges are expected to
further increase as testing efforts continue to scale up, and with
transition from mitigation to containment [44]. Therefore, in
both routine and emergency scenarios, adopting RDT-OGs
would apply key advances in information technology to close
the critical gap between diagnostics and public health
interventions, and enable a new era of precision public health.
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Abstract

Background: Mental fatigue is a common and potentially debilitating state that can affect individuals’ health and quality of
life. In some cases, its manifestation can precede or mask early signs of other serious mental or physiological conditions. Detecting
and assessing mental fatigue can be challenging nowadays as it relies on self-evaluation and rating questionnaires, which are
highly influenced by subjective bias. Introducing more objective, quantitative, and sensitive methods to characterize mental
fatigue could be critical to improve its management and the understanding of its connection to other clinical conditions.

Objective: This paper aimed to study the feasibility of using keystroke biometrics for mental fatigue detection during natural
typing. As typing involves multiple motor and cognitive processes that are affected by mental fatigue, our hypothesis was that
the information captured in keystroke dynamics can offer an interesting mean to characterize users’ mental fatigue in a real-world
setting.

Methods: We apply domain transformation techniques to adapt and transform TypeNet, a state-of-the-art deep neural network,
originally intended for user authentication, to generate a network optimized for the fatigue detection task. All experiments were
conducted using 3 keystroke databases that comprise different contexts and data collection protocols.

Results: Our preliminary results showed area under the curve performances ranging between 72.2% and 80% for fatigue versus
rested sample classification, which is aligned with previously published models on daily alertness and circadian cycles. This
demonstrates the potential of our proposed system to characterize mental fatigue fluctuations via natural typing patterns. Finally,
we studied the performance of an active detection approach that leverages the continuous nature of keystroke biometric patterns
for the assessment of users’ fatigue in real time.

Conclusions: Our results suggest that the psychomotor patterns that characterize mental fatigue manifest during natural typing,
which can be quantified via automated analysis of users’ daily interaction with their device. These findings represent a step
towards the development of a more objective, accessible, and transparent solution to monitor mental fatigue in a real-world
environment.

(JMIR Biomed Eng 2022;7(2):e41003)   doi:10.2196/41003

KEYWORDS
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Introduction

Background
Mental fatigue is a state of brain exhaustion caused by long
periods of cognitive activity, lack of sleep, or stress. According
to Tanaka et al [1], mental fatigue may lead to overactivation
of the visual cortex in the occipital lobe, which has been linked
to cognitive impairment and low psychomotor performance.
Patients experiencing this condition usually report, among other
symptoms, a reduction of their concentration capacity,
headaches, dizziness, and slowed reflexes and responses [2].
From a clinical point of view, these psychomotor impairments
induced by mental fatigue could be a sign of other emerging
diseases, including neurodegenerative or cardiovascular
conditions [3,4]. As an example, patients with Parkinson disease
have been reported to show higher level of physical and mental
fatigue in early stages of the disease than healthy participants
[5]. Fatigue has been reported to be one of the major causes of
disability for up to half of the patients with Parkinson disease
[6], limiting their ability to participate in daily routines or social
activities [7,8].

Although multiple tools exist for the assessment of fatigue, there
is no clinical standard that enables an objective and complete
evaluation of people’s state in this domain. The most accepted
method is the Fatigue Assessment Scale, a patient-reported
outcome composed of 10 items that evaluate physical and
physiological aspects of fatigue [9]. The subjective and episodic
nature of these tools makes it difficult to detect and evaluate
fatigue in daily practice and in the context of clinical trials.
There is a clinical and research need to develop more accessible,
accurate, and specific biomarkers to monitor fatigue and its
clinical causes [10,11].

Keystroke dynamics is a biometric trait commonly used to
authenticate users based on their typing patterns [12,13]. The
speed of pressing and releasing keys [14] or the pressure exerted
when pressing a key [15] are some of the typing features used
by keystroke biometric algorithms for user authentication. Finger
kinematics during typing are fine motor skills ruled by the
neuromotor cortex and have also been presented as a powerful
biomarker in the diagnosis and monitoring of different
neurodegenerative diseases, including Parkinson disease [16-18],
multiple sclerosis [19], and Alzheimer disease [20]. A recent
meta-analysis carried out by Alfalahi et al [21] demonstrates
the promising performance of keystroke dynamics–based models
for the diagnosis of fine motor impairment in Parkinson disease
and mild cognitive impairment diseases. However, the authors
show caution in the transition from a controlled assessment in
the clinic to the unsupervised remote diagnosis and monitoring,
owing to the sparsity and unpredictable nature of typing activity
in the real-world context. Continuous keystroke data are easy
to gather via commodity hardware (eg, phones and laptops)
without requiring the use of proprietary devices. Furthermore,
remote data collection can avoid intrusive visits to the clinic,
which enhances the patient’s quality of life. Other prior

state-of-the-art works have studied how mental fatigue affects
typing activity. As an example, Ulinskas et al [22] conducted
a study with 53 participants typing a fixed password. They
achieved up to 91% of accuracy detecting a state of increasing
fatigue between 2 consecutive keystroke sessions by using
k-nearest neighbors (k-NNs) classifiers and statistical keystroke
features. In contrast, in the study by Slooten et al [23], the
authors study which keystroke features are influenced by mental
fatigue. They suggest that the addition of keystroke dynamics
features to sleep-related markers does not improve mental
fatigue detection. However, they point to the subjectivity of the
questionnaires used to label the fatigue keystroke data as a
limitation to their study.

Objectives
In this paper, we study the applicability of keystroke dynamics
as a potential biomarker of mental fatigue, going a step forward
in the state-of-the-art characterization of this psychomotor
condition by proposing a new active fatigue detection (AFD)
framework based on deep neuronal networks (DNNs). To
develop this, we will use TypeNet [24], a state-of-the-art DNN
originally designed to model identity via typing patterns at large
scale (approximately 100,000 users). The main idea behind this
work is to leverage the keystroke dynamics patterns learnt by
TypeNet for user recognition and to reoptimize this network
for the fatigue detection task.

A schema of the proposed system is shown in Figure 1. The
system is composed of 3 main elements: the input layer, the
fatigue detection model, and the postprocessing module for
active detection. The input layer ingests keystroke session data
and generates a predefined feature vector that is then fed to the
fatigue detection model. The fatigue detection model is created
by connecting the output of the TypeNet network to a fatigue
detection layer, which optimizes the original authentication
model for fatigue identification. Finally, the postprocessing
module for active detection ingests the temporal sequences of
fatigue detection scores to produce users’ calibrated fatigue
level on the basis of their baseline or previous fatigue states.
This block enables real-time monitoring of on-off fatigue
fluctuations over consecutive keystroke sessions. In this work,
we evaluate the proposed system in a controlled data context
to test the performance of the fatigue detection model to
discriminate between labeled rest and mental fatigue sessions.
In addition to this, we present a real-world application of the
system applied to natural typing data to evaluate its suitability
to identify daily fatigue cycles in a healthy population.

The main contributions of this work are 4-fold: (1) we develop
a deep neural network able to identify mental fatigue symptoms
through keystroke patterns, (2) we analyze the ability of the
proposed model to detect small variations in fatigue levels
between different keystroke sessions, (3) we propose an AFD
algorithm that continuously monitors users’ keystroke session
sequences to detect longitudinal variations in their fatigue state,
and (4) we evaluate the applicability of the proposed system to
detect fatigue trends in real-world user data.
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Figure 1. Block diagram of the entire system proposed. The fatigue detection layer adapts the capacity of TypeNet to model user behavior through
keystroke patterns for the fatigue detection task. This information is taken by the active detection algorithm to detect changes in users’ fatigue level
over consecutive keystroke sessions. QCD: quick change detection.

Methods

Keystroke Data Sets
In this section, we analyze in more detail the 3 keystroke
databases (summarized in Table 1) used in this work to train
and evaluate our proposed system.

• First, the Aalto database [25] was used to train the TypeNet
model that we used as keystroke embedding feature
extractor in our fatigue detection model. This database is
composed of 168,000 participants with 15 keystroke
sessions per participant. The database was acquired using
a web-based questionnaire under an uncontrolled
environment where each user used their own physical
keyboard. All users were initially informed of the
acquisition of their press (key down) and release (key up)
event timings during the completion of the questionnaire.
The questionnaire required users (1) to memorize an English
sentence randomly chosen from a pool of 1525 sentences
of the Enron mobile email and Gigaword Newswire corpus
(these sentences contained a minimum of 3 words and a
maximum of 70 characters) and (2) to type the memorized
sentence as quickly and accurately as they could. All
participants in the database completed 15 sessions (ie, one
sentence for each session) on either a desktop or a laptop
physical keyboard. The authors of the database reported
demographic statistics of the users: 72% of the participants
took a typing course, 218 countries were involved, and 85%
of them had English as native language. The richness of
the Aalto database resides not only in the huge amount of
participants acquired but also in the diversity of ethnicities,
countries, and different typing skill levels of the participants
enrolled allowing TypeNet to authenticate users through
keystroke dynamics at internet scale with a high
performance [26].

• Second, the neuroQWERTY Sleep Inertia (nQSI) database
[27] was designed to detect psychomotor impairment by
waking up the participants during the night, thus inducing
a sleep inertia status (a mental fatigue condition produced
by lack of sleep). The database comprises 14 healthy
participants with 4 keystroke sessions per participant of
15-minute duration collected in mechanical keyboards. Two
of the keystroke sessions were captured during the day,
whenever the participant felt well rested, labeling them as
rest state (no fatigue). The other 2 keystroke sessions
labeled as the fatigue ones were captured at midnight, when
the participants woke up during the phase III and IV of the
sleep cycle [28] to capture the keystroke sessions, thereby
inducing the sleep inertia state. The acquisition process was
monitored by the owners of the database to ensure the
quality of the keystroke data captured in both rest and
fatigue states (supervised scenario). We used this database
to train and test our proposed system for the mental fatigue
detection task through keystroke dynamics.

• Finally, the neuroQWERTY Crowdsource (nQCS) database
[29] is composed of >800 participants from a healthy control
group and group of patients with self-reported
neurodegenerative diseases or other conditions (eg,
Parkinson disease, Alzheimer disease, multiple sclerosis,
or rheumatoid arthritis) typing on mechanical keyboards
during a time span of 9 months. An enormous challenge
for exploiting this data set is that the keystroke data captured
were acquired passively, in a total transparent way for the
participant, without any type of supervision or labeled data.
In the context of this work, this database was used to study
whether our proposed system was able to detect trends in
the fatigue levels during the daily typing habits of the
healthy participant subset (a total of 251 healthy
participants).

Table 1. List of keystroke data sets used in this study.

ContextSupervisedSession sizeSessions, nSubjects, nDatabase

Development of TypeNet for
general user typing model

NoApproximately 70 keys15168,000Aalto [25]

Development and evaluation of
the fatigue detection system

Yes15 minutes414neuroQWERTY Sleep Inertia [27]

Evaluation of fatigue detection
in a real-world environment

NoApproximately 3 minutesApproximately 1000251neuroQWERTY Crowdsource [29]
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Ethics Approval
Participants in the nQSI study provided informed consent before
experiments, and experimental procedures were approved by
the Committee On the Use of Humans as Experimental Subjects
at the Massachusetts Institute of Technology (protocol number
1311).

Participants in the nQCS study provided informed consent
before experiments, and experimental procedures were approved
by the Committee On the Use of Humans as Experimental
Subjects at the Massachusetts Institute of Technology (protocol
number 1504007090).

Data Preprocessing and Feature Extraction
The raw data captured in all 3 keystroke databases are time
series of 3 dimensions: press times, release times, and the
keycode of each key. Owing to privacy concerns, the keycode
was discarded, and the keystroke features computed for each
keystroke session were based only on the press and release key
time events. These timestamps were in coordinated universal
time format but with different time resolution depending on the
acquisition protocol and device used in each keystroke database.
To normalize the keystroke data of the 3 databases, all
timestamps were converted to seconds while ensuring that all
keystroke features computed later are close to 1. This
normalization step is necessary to avoid saturation of the neurons
in the recurrent layers of our system.

The keystroke features vector is extracted at key level and is
composed by (1) hold times (ie, the elapsed time between press
and release a key), (2) flight times (ie, the elapsed time between
2 consecutive press events), (3) interkey latency (ie, the elapsed
time between release a key and press the next key), and (4)
interrelease latency (ie, the elapsed time between 2 consecutive
release events). According to this, the keystroke feature vector
x used as input of our model has a dimension of 150 × 4 (150
keystrokes by 4 features). If the keystroke sequence is lower
than 150 keys, we compute zero padding to fill with zeros up
to reach such length; otherwise, we truncate the keystroke
sequence taking the first 150 keys.

The reason why we chose these keystroke features is because
we wanted to ensure to keep the same feature set as the one

used to evaluate the TypeNet DNN model in previous works
[24,26,30] with the Aalto database. Remember that the TypeNet
model is part of our fatigue detection system that we adapt for
the fatigue detection task with transfer learning techniques, and
therefore, the keystroke features set used to feed the TypeNet
model (ie, the input of our fatigue detection model) must be the
same.

System Design
The fatigue detection model is trained and tested with the labeled
keystroke data from the nQSI database. As depicted in Figure
2A, the input of the TypeNet network is a keystroke feature
vector x extracted from the raw keystroke data in the nQSI
database. The output of TypeNet is a 1 × 128–dimensional
embedding feature vector v(x) that authenticates users by
applying a distance metric learning (DML) method [31].
TypeNet was originally trained to model the typing patterns of
100,000 users. The training process of TypeNet was aimed to
generate a 128-dimensional feature space where keystroke
events generated by the same user tend to cluster in a closer
region of the feature space, whereas events from different users
are projected in different areas of the same feature space. In this
work, we use the nQSI data set to adapt the transformed
authentication feature space to the fatigue detection task. We
apply domain adaptation techniques [32] based on the addition
of a fatigue detection layer that is trained to transform the
authentication-based feature vectors, v(x), into fatigue detection
feature vectors with the same dimension, g(v(x)), as shown in
Figure 2B. The fatigue detection layer is optimized using a
DML approach and a leave-one-out (LOO) cross-validation
protocol. Figure 3 presents some examples showing the results
of the transformation in the nQSI data set. The hypothesis
underlying the method is that the features learned to model the
typing patterns x of 100,000 users contain useful information
to characterize users’ fatigue patterns. The fatigue detection
layer serves as a nonlinear transformation g(.) to reveal such
patterns in the learned space v(x). The fatigue score is computed
at the output of the fatigue detection model as the Euclidean
distance between pairs of fatigue detection feature vectors
(equation 2).
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Figure 2. Overview of the fatigue detection model design. (A) The fatigue detection model is trained with the labeled keystroke data from the
neuroQWERTY Sleep Inertia database. At the output, the model separates the fatigue embedding vectors g(v(x)) that correspond to each of the 2 user’s
states under study (ie, fatigue or rest) while favoring proximity between the embedding vectors that belong to the same class. (B) An example of the
transformation from the embedding vectors generated by TypeNet v(x) at the embedding output of the proposed model g(v(x)). The sample output
shown in this figure applies t-distributed stochastic neighbor embedding (t-SNE) to generate a 2D projection of the 1×128 output.

Figure 3. Intrauser variation of the embedding fatigue vectors g(v(x)). We observe how the fatigue detection model presents varying performance
depending on the user. Row (A) shows examples of fatigue embedding vectors for those participants where we observe a good separation between
fatigue and rest embedding vectors, whereas for participants in the row (B), the separation is not as clear. This user-dependent performance could be a
result of the varying levels of intrauser fluctuations observed during natural typing [33]. t-SNE: t-distributed stochastic neighbor embedding.

TypeNet Architecture and Domain Adaptation
The TypeNet architecture proposed in the study by Acien et al
[26] is composed of 2 long short-term memory layers of 128
neurons. Long short-term memory layers are a special type of

recurrent neural network layers specifically designed to be
sensitive to temporal changes in the input sequences, which we
think could be well suited to detect relevant changes in the
typing behavior of the participant when they are fatigued. In
addition, each recurrent layer has a recurrent dropout of 0.2 and
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a dropout layer of 0.5 between them to avoid overfitting during
training. The input of the TypeNet architecture has a masking
layer to avoid the computation of error gradients for those zeros
(ie, zeros generated when zero padding is needed for keystroke
sequences lower than 150 keys) and do not contribute to the
loss function during training (more details of TypeNet
architecture and evaluation are provided in the study by Acien
et al [26]). Finally, the output of the TypeNet architecture is an
embedding feature vector v(x) of size 128 × 1.

In this work, we transform this embedding feature vector v(x)
(originally used for keystroke user authentication at large scale)
into a new embedding vector g(v(x)) of the same size that is
better suited for the fatigue detection task. To do this, we use
domain adaptation techniques [32], in which the model learns
a new task (ie, the keystroke fatigue detection task) via
knowledge transfer from a previously learnt task (ie, keystroke
user authentication). In Figure 1, an overview of the entire
transfer learning process is depicted. The output of the TypeNet
model is connected to the fatigue detection layer, which is
composed of a multilayer perceptron layer of 128 neurons with
relu activation. During the training process, the keystroke feature
vector x extracted from keystroke sessions of the sleep inertia
database is used to feed the TypeNet network, which is frozen
during the entire training process so the weights of this network
are not altered. Then, TypeNet computes the embedding features
vector v(x) that are optimized for keystroke user authentication,
thanks to the previous training with the Aalto database in Acien
et al [26]. Finally, the fatigue detection layer is fed with this
embedding feature vector and learns to transform these
embedding features into a new feature embedding vector g(v(x))
optimized for the fatigue detection task, thanks to the labeled
data of the nQSI sleep inertia database.

This type of domain adaptation process is also referred to as
fine tuning, where the part of the TypeNet architecture that has
the knowledge of typing patterns from thousands of users of
the Aalto database is frozen, and therefore, we only need to
train the last layer (the fatigue detection layer) to adapt these
typing patterns for the fatigue detection task with the sleep
inertia database. The main reason why we use transfer learning
with fine-tuning techniques is because to train a DNN model
from the scratch for the fatigue detection task, we will need
thousands of participants with labeled keystroke data to make
the model robust, generalizable, and accurate. This technique
allows us to overcome this issue, taking advantage of other
DNN models previously trained with thousands of participants
for a similar task like TypeNet, and adapt it for the fatigue
detection task using only 16 participants of the sleep inertia
database. Fine-tuning techniques have been broadly used in
state-of-the-art works [34-36], where the databases used are not
large enough to train a DNN model from scratch.

Finally, to train the fatigue detection model successfully, we
use the triplet loss function. This loss function is well suited for
DML approaches where the output of the model to train is an
embedding feature vector instead of a single score. A triplet is
composed by 3 different samples from 2 different classes:
Anchor (A) and Positive (P) are different keystroke sequences
from the same class (fatigue or rest), and Negative (N) is a
keystroke sequence from the other class. The triplet loss function
is defined as follows:

where α is a margin between positive and negative pairs and d
is the Euclidean distance calculated as follow:

This learning process minimizes the distance between
embedding vectors from the same class (d(g(v(xA)), g(v(xP)))),
and maximizes it for embeddings from different classes
(d(g(v(xA)), g(v(xN)))). Note that all 3 samples xA, xP, and xN

belong to the same participant to avoid intrauser variations as
much as possible. An example of how the triplet loss function
works is depicted in Figure 4A, where g(v(xP)) and g(v(xA))
are 2 feature embedding vectors (ie, the output of the fatigue
detection model when fed with xP and xA samples, respectively)
that belong to the same class, whereas g(v(xN)) belongs to the
opposite class. During the training process (Figure 4B), the
triplet loss function will make g(v(xP)) and g(v(xA)) get closer
at the same time they get far from g(v(xN)). Remember that we
only train the fatigue detection layer because the TypeNet
network is frozen during training (fine tuning), thereby this
entire process is learnt by the fatigue detection layer. The unique
purpose of this layer is to separate in the latent space the feature
embedding vectors that belong to the rest state from those that
belong to the fatigue state. Examples of the final results are
shown in Figure 3 by applying dimensional reduction to the
embedding feature vectors for 2D visualization. Regarding
experimental protocol details, we follow a LOO cross-validation
strategy by using all participants but one of the sleep inertia
database to train the proposed system and testing with the
remaining participant. This means that we have 16 different
fatigue detection models (one for each test participant).
Regarding training details, the hyperparameters remain the same
as those used to train TypeNet in the study by Acien et al [24]:
learning rate of 0.005 and Adam optimizer with β1=0.9,

β2=0.999, and ε=10−8. The models were trained for 30 epochs
with 100 batches per epoch and 64 triplets in each batch.
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Figure 4. Example of how triplet loss works. 2D representation of the embedding feature fatigue vectors g(v(x)) before (A) and after (B) the triplet
loss training. The embedding vectors that belong to the same class (g(v(xP)) and g(v(xA))) get closer; meanwhile, they get far from the embedding of
the opposite class (g(v(xP)) and g(v(xN))).

Quick Change Detection Algorithm
The AFD algorithm is based on the quick change detection
algorithm proposed in the study by Perera et al [37] for intrusion
detection based on mobile behavior biometrics. In this work,
the algorithm is redesigned for the AFD task. The algorithm is
based on calculating a new score from the cumulative sum of
previous events (keystroke sessions). If the participant is in a
rested state (gray lines in Figure 5), the cumulative sum will be
almost 0. At the moment the mental state of the participant
changes into fatigue during typing, this score will tend to
increase until reaching a certain threshold, in which we detect
the fatigue symptoms. This module can be interpreted as a
postprocessing step connected at the output of the fatigue
detection model to increase the reliability of the system and to
account for the relevance of participants’preceding states when
computing their current fatigue score.

To evaluate the AFD algorithm, we will use the precomputed
fatigue detection scores resulting from the LOO framework that
optimized the fatigue detection model. This ensures that the
condition of independence between training and testing sets is
carried over in this new experiment. In this context, for a given
participant, the cumulative sum is calculated as follows:

where j means the actual keystroke session and is the
previous cumulative score. Lj is the contribution of the actual

event calculated as the log-likelihood ratio between score
distributions:

where scorej is the fatigue score of the participant’s current
event, and fR, fF are, respectively, the probability density
estimators of the participant’s remaining rest and fatigue scores.
Note that the output of the fatigue detection model is an
embedding feature vector g(v(x)) of size 1×128, so we compute
t-distributed stochastic neighbor embedding for dimensional
reduction to one dimension (ie, we reduce the size of the
embedding vector to one) to obtain a single fatigue score scorej.
According to equation 4, the log-likelihood ratio Lj will be
negative if scorej belongs to rested keystroke session and
positive in the opposite case, and therefore, multiple consecutive
keystroke sessions of the fatigued participant will increase the

cumulative sum scorej
AFD. Figure 6 depicts an example of the

entire AFD algorithm pipeline for a single participant. The
fatigue detection model computes the embedding feature vector
g(v(x)) when fed with a keystroke session. Then, we compute
t-distributed stochastic neighbor embedding for dimensional

reduction to obtain the scorej. Finally, we upgrade scorej
AFD by

computing the Lj with the new score according to equation 3,
which will increase up to reach the fatigue detection threshold
in case the participant is fatigued.
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Figure 5. Active fatigue detection (AFD) curves. (A), (B), and (C) are 3 different use cases of the AFD algorithm where the threshold chosen affects
the performance. (D) It shows the probability of false detection (PFD) versus the probability of nondetection (PND) and PFD versus average detection
delay (ADD) curves as a result of moving the threshold; the value chosen for the threshold is the point where both PFD and PND values are equal,
called equal error rate (EER).

Figure 6. The entire pipeline of the active detection algorithm. The scorej is computed by performing t-distributed stochastic neighbor embedding

(t-SNE) for dimensional reduction to the embedding fatigue vector g(v(x)). Then, scoreAFD is obtained by comparing scorej with the distributions
obtained from the neuroQWERTY Sleep Inertia (nQSI) database. Finally, a threshold τ is used to detect the Fatigue states. QCD: quick change detection.

Results

Onetime Fatigue Detection Approach
To evaluate the performance of the fatigue detection model, we
use the nQSI data set to generate a pool of intrauser keystroke
sample pairs. We contemplate a binary classification framework
based on 2 scenarios: (1) no change—when the 2 samples belong
to the same class (fatigue→fatigue or rest→rest) and (2)
change—when the 2 samples belong 2 different classes

(fatigue→rest or rest→fatigue). In Figure 2, we can observe the
distances for 2 examples: d f→f (xi, xj) is the distance between
2 fatigue samples (no change, distance between 2 red dots) and
d f→r(xi, xq) is the distance between the fatigue and rest sample
(change, distance between a red and a gray dot). The distance
between samples is directly compared with a predefined
threshold. A fatigue score superior to the threshold reveals a
change in the keystroke patterns, whereas a value below the
threshold implies no change. We compare the performance of
the fatigue detection model based on DML with different
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statistical classification algorithms trained with the feature
vectors x: random forest (RF), support vector machine (SVM)
with Gaussian Kernel, and k-NN. In addition, we also compare
with the proposed fatigue detection model but replacing the
DML approach by a softmax activation layer trained as a binary
classification model using binary cross entropy loss. This
provides a reference deep learning model used as baseline to
compare with our DML approach. Figure 7 presents the receiver
operating characteristic analysis comparison in 2 different
setups. In the first one, we limit the input size to 150 keystrokes
per sample. This input format was defined in accordance to the
design of the pretrained TypeNet architecture. In this scenario,
the best performance is achieved by the proposed fatigue
detection model that achieves an area under the curve (AUC)
of 72.1%, followed by the RF classifier with AUC of 68.4%.
The worst performance is observed in the softmax-based
variation of the proposed fatigue detection model.

In the second set-up, we increase the input size to 5-minute long
keystroke sessions (ie, an average of approximately 1100 keys
per sample) for the RF, SVM, and k-NN classifiers, while
keeping the original 150-keystroke long inputs for the proposed
fatigue detection methods and its softmax variation (owing to
the limitation of 150 keys as the input size of the TypeNet
model). In this case, the DML approach is slightly outperformed
by the RF and SVM classifiers that present AUCs of 77.8% and
74.4%, respectively, in exchange of larger input data. Finally,
we summarize the performance metrics for the 2 setups proposed
in Table 2. We can observe that our DML approach achieved
the highest F1-score, a measure of the test accuracy, in both
scenarios. Sensitivity and specificity values are estimated using
the closest-to-(0,1) corner in the receiver operating characteristic
plane to define the cutoff point. Performance metrics are
computed by pooling the cross-validated scores into a single
set of predictions used to generate an overall metric estimate
for the whole system.

Figure 7. Receiver operating characteristic (ROC) analysis for fatigue detection. Area under the curve (AUC) scores computed with keystroke sample
pairs of length 150 keys (A) and 5-minute duration (B). The ROC curves were calculated independently for each participant, and the ROCs showed are
the average of all of them. DML: distance metric learning; k-NN: k-nearest neighbor; RF: random forest; SVM: support vector machine.

Table 2. Performance metrics of the onetime fatigue detection approach.

F1-score (%)Precision (%)Sensitivity (%)Specificity (%)P valueAUCa (%)SystemSet up

72.2676973<.00172.1Fatigue (DMLb)150 keys

70.364.66368<.00168.4Random forest150 keys

65.257.95858<.00158.5Support vector machine150 keys

70.364.65177<.00158k-nearest neighbor150 keys

49.1485250<.00151.9Fatigue (Softmax)150 keys

72.2676973<.00172.1Fatigue (DML)5 minutes

7166.37670<.00177.8Random forest5 minutes

70.765.97370<.00174.4Support vector machine5 minutes

67.664.76576<.00171.7k-nearest neighbor5 minutes

49.1485250<.00151.9Fatigue (Softmax)5 minutes

aAUC: area under the curve.
bDML: distance metric learning.
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Continuous Fatigue Detection Approach
In this experiment, we consider the quick change detection
algorithm [37] that dynamically updates a confidence fatigue
score by calculating a cumulative sum from previously measured
fatigue states. The purpose of this algorithm is to adapt the
fatigue detection method to the needs posed by real-time
evaluation of fatigue in a real-world environment.

In Figure 5A, we show an example of the application of this
algorithm at the output of the fatigue detection model. The
example uses a simulated sequence of keystroke sessions
generated by concatenating 15 rest and 15 fatigue keystroke
samples from a user in the nQSI database. As the simulated
sequence starts in a rest state, the initial fatigue scores are lower
and close to 0 during the first 15 evaluation intervals (ie, the 15
user keystroke sessions labeled as rest in the nQSI database).
As the simulated sequence starts introducing fatigue samples
(from the remaining 15 user keystroke sessions labeled as
fatigue), the AFD score tends to increase until it reaches a
certain threshold that would indicate there has been a fatigue
state change. The number of keystroke sessions elapsed since
the models start getting fatigue samples until the AFD algorithm
reaches the fatigue threshold is called average detection delay
(ADD). This parameter measures the number of keystroke
sessions required to detect fatigue since the symptoms start.

The configuration of the threshold in the AFD score is crucial
for the performance of the algorithm. As shown in Figure 5B,
as we lower the threshold, we reduce the ADD from 7 (Figure
5A) to 3 keystroke sessions, in exchange of a higher risk of
false positives. This value is called probability of false detection
(PFD) and measures the probability of false fatigue detection
(similar to the false match rate). In contrast, increasing the
threshold controls the PFD at the cost of increasing the ADD
as well as the probability of nondetection (PND). PND measures
the probability of the active fatigue score never reaching the
threshold over a sequence of keystroke sessions in a fatigued
interval (Figure 5C).

According to this, there is always a trade-off between the PND
and PFD values as we move the threshold. Figure 5D shows

the PND (left y-axis) versus PFD and ADD (right y-axis) versus
PFD. To optimize both specificity and sensitivity metrics at the
same time, we have the point equal error rate (EER). The EER
value is the point where the blue curve (ie, PND vs PFD) crosses
the diagonal (the dotted black line) and is equal to 20%. This
would be equivalent to an AUC=100−EER=80%. Finally, based
on the configuration of the threshold, we can infer the number
of fatigue keystroke sessions required, according to our results,
to reach the threshold (ie, the ADD value). Once we have
calculated the EER that minimizes both PND and PFD values,
the red curve (PFD vs ADD) in Figure 5D indicates the number
of keystroke sessions required (ADD) for the chosen PFD, which
is slightly above 3.

Independent Evaluation in Real-world Environment
As mentioned above, the nQSI database used to evaluate our
system was acquired under supervised conditions with labeled
keystroke sessions. To evaluate the behavior of the proposed
method in the context of its intended use, we applied the
resulting model to the nQCS database. As a reminder, this
database includes keystroke data from a group of healthy
volunteers that was captured during their daily use of the device,
without any supervision or prompt to stimulate typing activity.
We compute the fatigue scores measured on each pair of
consecutive keystroke sessions for each user typing stream.
Each user typing stream is composed of multiple keystroke
sessions generated over varying observation periods and activity
levels. We only take into account the fatigue scores obtained
between keystroke sessions with elapsed time of <2 hours within
the same day to avoid long pauses between sessions that may
introduce artifacts in the resulting fatigue signal. In Figure 8,
we present the aggregate trends of the fatigue score levels versus
the time of the day. The results suggest lower fatigue levels
during the morning and midday hours. Higher fatigue scores
are observed during the afternoon hours and overnight. Note
that this figure was obtained by averaging the scores from all
251 volunteers in the nQCS database, and therefore, there is an
equalization effect caused by different user’s habits.

Figure 8. Fatigue score analysis in the neuroQWERTY Crowdsource (nQCS) database. The fatigue scores are calculated, at the user level, between
consecutive sessions over their daily typing activity. The graph presents the nQCS population aggregate average and CIs of the resulting fatigue score
daily sequences.

JMIR Biomed Eng 2022 | vol. 7 | iss. 2 |e41003 | p.74https://biomedeng.jmir.org/2022/2/e41003
(page number not for citation purposes)

Acien et alJMIR BIOMEDICAL ENGINEERING

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Discussion

Principal Findings
Using domain adaptation techniques, we leveraged an algorithm
built for user authentication to detect signs of fatigue via natural
typing. The resulting classifier was then adapted for real-time
fatigue monitoring by appending an active detection algorithm
that compares successive user states. This allows for background
evaluation of users’ fatigue state in an objective and real-world
environment. The proposed classifier was able to differentiate
intrapatient fatigue versus rested states with an AUC of 72.1%
in onetime detection set-up. When simulating a continuous
detection set-up by concatenating consecutive keystroke
sessions, the proposed model is able to detect early fatigue
symptoms after 4 keystroke sessions with an AUC of 80%. A
preliminary application of the fatigue classifier combined with
active detection showcased its applicability to real-world data
in a crowdsource data set. Given that this method relies on data
collected passively from a user’s daily interactions with their
computer, the proposed pipeline operates unobtrusively with
low burden and allows for a background, objective evaluation
of a user’s fatigue state in the real-world environment.

Relying on machine learning techniques, we were able to liaise
a large data set created to study typing behaviors in the general
population with the information gathered in a limited size data
set built specifically to characterize fatigue through the analysis
of keystroke dynamics. This approach allowed us to apply a
deep learning architecture in the absence of a high-dimensional
data set specifically characterized for the phenomenon under
study, quantification of daily fatigue levels in users’ keystroke
patterns. Our work exhibits the potential of domain adaptation
techniques to minimize the complexity of gathering large and
curated data repositories required to train deep learning models
by taking advantage of open-source unsupervised data sets in
combination with much smaller supervised data sets. In our
case, the Aalto database supplies the high volume of data
required to build a network optimized for user authentication
that is then fine-tuned using the sleep inertia data set to solve
the fatigue detection task. Another novel technical contribution
of this work is the addition of an active detection algorithm that
adapts the classifier for its application in real-time fatigue
detection. This dynamic adaptation of the fatigue score threshold
turns users into their own controls over time by carrying
information from previous estimates to generate the present
score. It is one of the main differentiators of this work from
prior state-of-the-art approaches to this problem, which generally
use a cross-sectional design to evaluate fatigue at a given time
point [38-40]. As an example, Ulinskas et al [38] assign fatigue
levels to users’ data based on the time of the day. Morning,
afternoon, and evening data generated by the same user are
treated as independent samples in a multivariate classification
framework that ignores the sequential relation between fatigue
states over daily cycles. The classification results in the
controlled experiment (ie, accuracy in the separation of rested
vs fatigue samples in the sleep inertia data set) are worse than
the ones presented in previous work completed using the same
data set [27]. However, this approach reduces significantly the
size of the input sample, 150 keystroke sequences (<1 minute

at average speed) in comparison with the 15-minute long typing
samples used in the study by Giancardo et al [27]. The value of
this parameter is critical for the applicability of fatigue detection
via keystroke monitoring in a real-world setting, as users are
unlikely to generate continuous 15-minute long typing samples
on their daily use of computer keyboards. When applied on an
independent data set comprised by natural typing data collected
in a real-world environment, the population-level results align
with the results presented in previous studies on daily sleep and
alertness cycles [41], which suggest high alertness during
daytime, peaking a few hours after awakening, and higher
sleepiness during nighttime.

In general, our results suggest that users are usually more awake
and active during the mornings. Fatigue appears generally during
the afternoon and increases as the day gets closer to regular
sleep times. The daily averaged scores suggest a subtle fatigue
peak after midday that could be associated with what has been
referred in the literature as postlunch dip in performance [42].
This consensus with sleep and performance studies supports
our hypothesis that keystroke dynamics can be used to quantify
daily fatigue in computer users in an objective and unobtrusive
manner. However, it is important to note that these daily cycle
results have been analyzed at a population level and are not
considering the variability in participants’personal routines and
schedules. Future studies pairing keystroke with other
high-frequency fatigue–related data (eg, sleep and activity)
could help us better assess the performance of the proposed
method at user level.

As for its clinical application, fatigue is a common symptom
that can precede or reflect the presence of a more serious mental
or physical condition. The current standard to clinically assess
fatigue relies on patient-reported outcomes through standardized
questionnaires, such as the Fatigue Severity Scale [43]. To
identify fatigue as a symptom, patients must first identify
unusually excessive fatigue patterns and then alert their
physician before it can be further investigated. This leaves
fatigue as a commonly overlooked or unrecognized predictor
of other emerging disorders [3,4]. Fatigue has also been reported
as a frequent side effect of disease treatment [44] and long-term
sequel of conditions such as COVID-19 [45].

The proposed methodology is designed to validate an approach
for objective and passive fatigue monitoring. Leveraging the
widespread use of PCs, this framework presents an opportunity
to provide more visibility and accurate tracking of fatigue and
its clinical implications. As it runs in the background of users’
computers, this approach could potentially be used to alert
patients and health care professionals of early signs of abnormal
fatigue to uncover progressive disease or the presence of
underlying conditions. In the context of clinical trials or during
disease management, this method could also be used to enable
objective and real-world evaluation of the impact of newly
developed or existing treatment regimens on a patient’s fatigue
state.

As a major limitation of this work, the fatigue detection model
performs better for some participants than others because of the
intrauser variations when typing [33]. In users who show little
variation between resting and fatigue states, the model does not
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effectively classify performance. An example of this is shown
in Figure 3, where we can observe a clear separation between
the rest keystroke sessions and the fatigue ones for the
participants (Figure 3A), meanwhile the fatigue detection model
struggles when trying to separate the keystroke sessions for the
participants of the Figure 3B with poor results.

Conclusions
This work presents a step toward the development of a
real-world fatigue monitoring tool that operates passively by
leveraging users’ natural interaction with their PCs. It is
important to note that the data set used in these analyses is
composed solely of healthy controls; future work should
evaluate the performance of the proposed method in a cohort
that includes participants with conditions affecting psychomotor
health that may mask or be confounded by fatigue symptoms.
Another limitation and potential line for future research is that
this work has been tested using mechanical keyboard data, thus
future applications of this specific methodology require users

who type frequently on mechanical keyboard devices. Adapting
this framework to include touchscreen devices would expand
the population that could benefit from this method. Given that
typing kinematics vary significantly between mechanical and
touchscreen devices, this adaptation would require additional
studies. The limited dimension of the sleep inertia database is
another aspect to take into account in future studies. Although
the use of domain adaptation techniques reduces the need for
larger supervised data sets, increasing the size of the controlled
cohort would allow for optimization of the target task layer and
independent validation of the fatigue detection classifier. Finally,
although the crowdsource results are similar to previously
published studies on daily alertness, full validation would require
a labeled real-world data set to test the generalizability of the
proposed framework for its application in the real work setting.
Additional validation in specific use case scenarios would pave
the way for use of this method as an objective, high-resolution,
and quasicontinuous way to monitor users’ fatigue with minimal
burden on their daily routine.
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Abstract

Background: Respiratory rate (RR) is arguably the most important vital sign to detect clinical deterioration. Change in RR can
also, for example, be associated with the onset of different diseases, opioid overdoses, intense workouts, or mood. However,
unlike for most other vital parameters, an easy and accurate measuring method is lacking.

Objective: This study aims to validate the radar-based sleep monitor, Somnofy, for measuring RRs and investigate whether
events affecting RR can be detected from personalized baselines calculated from nightly averages.

Methods: First, RRs from Somnofy for 37 healthy adults during full nights of sleep were extensively validated against respiratory
inductance plethysmography. Then, the night-to-night consistency of a proposed filtered average RR was analyzed for 6 healthy
participants in a pilot study in which they used Somnofy at home for 3 months.

Results: Somnofy measured RR 84% of the time, with mean absolute error of 0.18 (SD 0.05) respirations per minute, and
Bland-Altman 95% limits of agreement adjusted for repeated measurements ranged from –0.99 to 0.85. The accuracy and coverage
were substantially higher in deep and light sleep than in rapid eye movement sleep and wake. The results were independent of
age, sex, and BMI, but dependent on supine sleeping position for some radar orientations. For nightly filtered averages, the 95%
limits of agreement ranged from −0.07 to −0.04 respirations per minute. In the longitudinal part of the study, the nightly average
was consistent from night to night, and all substantial deviations coincided with self-reported illnesses.

Conclusions: RRs from Somnofy were more accurate than those from any other alternative method suitable for longitudinal
measurements. Moreover, the nightly averages were consistent from night to night. Thus, several factors affecting RR should be
detectable as anomalies from personalized baselines, enabling a range of applications. More studies are necessary to investigate
its potential in children and older adults or in a clinical setting.

(JMIR Biomed Eng 2022;7(2):e36618)   doi:10.2196/36618
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Introduction

Background
Respiratory rate (RR) is arguably the most valuable parameter
to detect clinical deterioration in hospital wards [1-3], and it is
an important measure of health and wellness. Substantial change
in RR can be associated with lower respiratory tract infections
[4], fever [5,6], acute asthma [7], acute brain damage [8], opioid
overdose [9], or exacerbation of chronic obstructive pulmonary
disease (COPD) [10,11]. Other factors such as intense workouts
[12], emotions or anxiety [13], and menstrual cycle [14] have
also been shown to affect RR. A solution that can automatically,
conveniently, and continuously monitor RR can have a range
of applications.

In recent years, many new methods and devices have been
developed to measure RR [15], but an accurate and simple
method is still lacking [16]. Capnography is sometimes regarded
as the gold standard [15,17], but hospitals still use manual
counting of breaths [18], even though chest patches and
under-the-mattress sensors are also available [19]. Chest patches
derive RR from electrical cardiography by analyzing
respiration-induced modulations on the heart signals, a technique
also used in photoplethysmography in consumer wearables [20].
Studies on sleep use wearables such as thermistors, nasal
pressure, and respiratory inductance plethysmography (RIP) to
measure respiration. Although some of these technologies are
accurate, they are unfortunately not suitable for longitudinal
studies. It would be preferable for such a device to be noncontact
and mobile and not need recharging or maintenance. As RRs
vary during the day, measurements are often performed when
the person is resting to obtain consistent measurements. To
increase consistency, it can be advantageous to measure during
nighttime, when the person sleeps and is unable to affect the
measurements intentionally or unintentionally. Nocturnal RRs
have also been shown to be an independent predictor of
long-term mortality (RRs >16 respirations [breaths] per minute
[RPM]) [21], and nocturnal hyperpnea is shown to be an
indicator of periodic limb movement disorders [22]. Different
under-the-mattress sensors have been investigated for this
purpose [23-25], but radar technology is also an alternative.

Radar technology has been extensively studied for measuring
RR [26-29] and even for detecting apnea [26,30-32]. However,
most studies have measured RR only during optimized
conditions where the participant is asked to sit or lie still [26]
or during natural movements or sleep, but only for short periods
[28,29]. A recent study validated RRs during full nights of sleep
in both healthy individuals and patients with sleep apnea, but
their study included only 6 healthy participants and the precision
decreased significantly for participants with sleep apnea [27].
Moreover, their study did not analyze factors that may affect
precision, such as body position (prone, supine, and side), sleep
stage, or BMI or for how much of the night the radar was able
to measure RR. There is still a need for more validation of radar
technology for continuous monitoring during sleep. Furthermore,
most studies dealing with RRs compare spot measurements with
aggregate statistics that combine measurements from different
people [33,34], even though there are large variations between

individuals within the normal range [35,36]. Thus, the
technology will be more useful if it can also be used to establish
meaningful personalized baselines. The development and use
of such baselines must be carefully considered, as RRs vary
extensively even throughout the night. Thus, a person can easily
seem ill in one moment and healthy in the next, when using
standard spot measurements. For the technology to be able to
reliably detect events affecting RR, it is vital that both the
normal variations and measurement error for RR are
significantly smaller than the effect of the event.

Objectives
The aim of this study was to investigate whether a commercially
available radar-based sleep monitor, Somnofy (VitalThings),
can be used as a longitudinal RR monitor. The first objective
was to extensively benchmark RR measurements from Somnofy
against those derived from RIP. This objective included both
instantaneous measurements and filtered nightly averages, which
are proposed as robust metrics in longitudinal monitoring of
RR. The second objective was to analyze the night-to-night
consistency of this nightly average in a pilot study over 3 months
and investigate whether it can be possible to reliably detect
events affecting RR as deviations from personalized baselines
with this type of technology.

Methods

Participants and Data Sample
For the first part of the study, 55 volunteers from Norway were
recruited to sleep 1 night at a sleep laboratory. The participants
were recruited directly or through social media. The inclusion
criterion was healthy adults aged >18 years. In total, 33%
(18/55) of the individuals were later removed from the data set.
Of these 18 individuals, 15 (83%) were excluded owing to
indications of sleep-related disorders that can influence RR
(sleep apnea and periodic limb movement disorder), whereas 3
(17%) were excluded owing to initial recording problems (the
recordings lacked >2 hours of data). Thus, the first data set
contained data from 1 night of sleep from 67% (37/55) of the
healthy adults (21/37, 57% were women). The average age was
32.6 (SD 10.6) years, and they had an average BMI of 23.3 (SD

2.9) kg/m2.

For the second part of the study, 6 Norwegian individuals (aged
11-81 years; n=2, 33% were women) were recruited to use
Somnofy at home for 3 months. The inclusion criterion was the
participants to be in good health, which meant that they did not
have any disease that increased the possibility for
hospitalization, causing discontinuity in the measurements.

Ethical Considerations
As this was not a clinical study and included only healthy
participants, it was exempted from review in accordance with
the Norwegian National Research Ethics Committee (reference
number: "2019/995 A", June, 2019). Written informed consent
was obtained from all participants in accordance with the
principles embodied in the Declaration of Helsinki. All methods
were performed in accordance with relevant guidelines and
regulations.
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Procedure
The participants in the first phase slept 1 night at the sleep
laboratory in the Colosseum Clinic in Oslo, Norway. They were
not allowed to consume alcohol or other drugs 48 hours before
the assessments and could not smoke during the assessments.
Full polysomnography (PSG) was performed to detect possible
sleep disorders. The PSG data were also used to derive RRs,
which were later compared with the output from Somnofy. In
total, 2 Somnofy units recorded each night. One unit was placed
on a nightstand to the left of the participant and the other unit
was placed on the wall above the participant’s head. Both units
were aimed at the participant’s chest. Overall, 4 participants
lacked data from one of the sensors. Consequently, data from
only 1 randomly selected sensor were used per participant
(nightstand: 20/37, 54% and wall: 17/37, 46%). However, for
the analyses specifically investigating the difference between
the 2 sensor locations, both sensors were used, and the 4
participants with only 1 sensor location were dropped.

In the second part of the study, the participants were each given
1 Somnofy unit to take home, and they were instructed to place
it on their nightstand. The adult participants (3/6, 50%) shared
beds with their spouses. For these participants, the Somnofy
distance parameter was set to a distance at the midpoint between
the 2 individuals’ thoraces in a normal sleeping position. No
problems were detected with this setup, and no data were
removed owing to disruption by the spouse. All participants
were encouraged to live normally. During the study, 67% (4/6)
of the participants experienced periods of self-reported illness.
They did not recall the exact start or end times of these illnesses.
As no illness occurred in the first half of the period, it was used
to calculate personalized RR baselines for all participants (n=40
nights). Baselines were calculated as the average RR over the
period, and 95% CIs were calculated as the baseline–1.96 × SD
to baseline+1.96 × SD.

Somnofy
Somnofy (version 0.7; VitalThings) was used in this study.
Somnofy uses an impulse radio ultrawideband radar with an
average sampling rate of 23.8 GHz, which, through
configuration, is sampled into a 3-m–long frame of 5-cm bins
updated with a frequency of approximately 17 Hz. Somnofy
measures humans by emitting signals that are reflected by the
human body. If the body moves, it will affect the signals that
are returned to the radar. The RR is further derived by using the
Doppler effect and signal processing techniques, primarily the
Fast Fourier transform (FT), to analyze periodic movements
caused by the chest wall. The Fast FT is calculated every second
for the last 20 seconds of the data, using a Hann window and
19-second overlap. Artifacts and harmonics are automatically
removed by Somnofy; therefore, it provides only estimates that
it is confident in. In this study, Somnofy was configured to
provide RRs between 8 and 30 RPM. Movement is derived by
analyzing the changes in the received radar signal over the last
6 seconds. The operating frequency enables the radar signal to
travel through bedsheets and clothes before being reflected on
the human body. More information on the principles of radar
technology is available in previous studies [26].

Somnofy also calculates the nightly average RR. When
calculating nightly averages, it is not necessary to use every
instantaneous RR throughout the night. Using only selected
measurements and filtering outliers can increase the
night-to-night consistency, because the average does not depend
on, for example, the amount of movement during the night.
Therefore, Somnofy considers only periods without movement
and rapid eye movement (REM) sleep, where RR tends to vary,
when calculating nightly averages. In addition, outliers defined
as >0.675 SD away from the mean are disregarded.

Somnofy is certified according to the Federal Communication
Commission and “Conformité Européene” and harmless to
human beings. Somnofy is installed by simply placing the unit
on a nightstand or mounting it on a wall. Somnofy measures
RR for 1 person and can do so despite the presence of 2
individuals in a bed, for which it measures only the nearest
person if the person lies 5 cm closer to the radar than the other
person. However, when 2 individuals are sharing a bed, the
distance parameter in Somnofy should be set to a distance
between the 2 individuals’ thoraces to prevent the unit from
starting to measure the other person when the intended
participant exits the bed. Somnofy also collects additional
information about the sleeping environment and scores sleep
stages (accuracy to detect sleep=0.97 and accuracy to detect
wake=0.72 in epoch-by-epoch analyses) [37]. For more details
about Somnofy, refer to the validation study on sleep stage
classification [37]. Currently, Somnofy is not a Food and Drug
Administration–approved medical device.

PSG Recordings
PSG was performed using SOMNOscreen plus
(SOMNOmedics) by sleep specialists following the guidelines
of the American Academy of Sleep Medicine [38]. RRs were
derived from 32 Hz RIP using the short-time FT (STFT) as
implemented by the Python library SciPy (version 1.4.1). The
STFT was calculated with a 20-second Hann window and a
19-second overlap, providing 1 measurement per second. For
minimal noise, the RIP belt (thorax or abdomen) with the highest
signal quality was used for each 20-second window to derive
RR.

However, the RRs derived from RIP were still noisy when the
input data quality was low. To remove this noise, all
measurements that were more than double or less than half of
the measurement in the previous second were disregarded. The
RRs were filtered further by removing outliers, which were
defined as measurements >1.96 SDs away from the mean of a
15-minute interval around the measurement.

Nightly average RRs for RIP were calculated using the same
time stamps as those used by Somnofy. To synchronize the
clocks in Somnofy and PSG, the cross-correlation between
movement from Somnofy and PSG was maximized. Time in
bed was defined as the time from lights out to lights on.

Statistical Analysis
As RRs were measured continuously during the night, the
Bland-Altman method [39] was chosen as the main statistical
tool to validate Somnofy against RIP [40]. In contrast to
techniques that predefine an acceptable error margin, the
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Bland-Altman limit of agreement can be considered across
several applications, as the difference is quantified. For
instantaneous measurements, the Bland-Altman limits of
agreement were calculated per night, and on the combined data
set, adjusting for multiple measurements per participant [41].
In addition, the mean absolute error (MAE) was used to measure

the absolute deviance, the coefficient of determination (R2) was
calculated to measure the correlation between RIP and Somnofy
during the night, and coverage (percentage of the time Somnofy
provided measurements regardless of whether RIP provided
measurements) and gap (longest time that passed without a
Somnofy measurement) were analyzed to investigate the
reliability and robustness of the device.

MAE and coverage for instantaneous RRs were analyzed across
age, sex, BMI, sensor location, and sleeping position for
significant differences. The null hypothesis was that there was
no difference with α set to .05. Age (young adult or adult), sex
(male or female), and BMI (normal weight or overweight) were
analyzed using a 2-tailed, 2-sample, unpaired t test, as the
sample sizes were <30. To avoid bias toward individual
participants, analyses were performed on average values for
each night, disregarding waking periods. Calculations were
performed using Python (version 3.6.8) and the SciPy (version
1.4.1) library.

From the radars’ point of view, sleeping position depended on
sensor location. A total of 8 different position parameters were
established as combinations of the four sleeping positions
(supine, prone, left, and right) and the two sensor locations
(nightstand and wall). For each night, combinations with <300
measurements were disregarded. Consequently, not all

combinations were available for every night, because not all
the participants slept in every sleeping position. As the data set
was paired, had >2 levels, and was unbalanced, a linear mixed
effects model was chosen to analyze statistical significance. For
these analyses, only measurements taken during
Somnofy-defined sleep were used. The output model was
analyzed using the Tukey method to investigate individual
pairwise relationships. The analyses were performed in R
(version 3.6.3), using the “lme4” (version 1.1-23) and
“multcomp” (version 1.4-13) packages.

Results

Data Statistics
Table 1 shows the age, sex, and BMI distribution of the
participants in the validation part of the study, and Table 2
shows the relevant sleep and respiratory parameters. On average,
the participants spent 8 (SD 0.7) hours in bed, with PSG-defined
sleep efficiency of 85.3% (SD 8.3%). The average RIP RR
ranged from 11 to 21.4 RPM. On average, 5.8% (SD 1.9%) of
the data were removed per night owing to filtering of RIP noise.
Of the 61,775 data points removed, most data were removed
from PSG-defined wake (n=31,063, 50.28%), light sleep
(n=19,137, 30.98%), and REM sleep (n=7,561, 12.24%). Figure
1 displays the noise filtering for RIP for the nights with the
least, average, and most noise. The filter removed most outliers
but did not remove the natural variations in RR that occur during
wake and REM sleep. While removing time stamps with PSG
artifacts, 3.42% (30,294/886,512) of the Somnofy data were
removed.

Table 1. Age, sex, and BMI of the participants in the validation study (N=37).

BMI (kg/m2), mean (SD); rangeAge (years), mean (SD); rangeFemale participants, n (%)Participants, n (%)Categories

23.3 (2.9); 18.5-28.732.6 (10.6); 20-6221 (57)37 (100)All

21.7 (2); 18.5-24.731.8 (10.7); 22-6215 (41)25 (68)Normal weighta

26.6 (1.1); 25.2-28.734.4 (10.8); 20-556 (16)12 (32)Overweightb

22.3 (2.9); 18.5-28.725.6 (2.6); 20-2913 (35)22 (59)Young adultc

24.6 (2.3); 20.8-27.842.9 (9.6); 31-628 (22)15 (41)Adultd

a18.5≤BMI<25.
bBMI≥25.
cAged <30 years.
dAged ≥30 years.
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Table 2. Sleep and respiratory parameters for the validation study (N=37).

Values, rangeValues, mean (SD)Parameters

6.8-108 (0.7)PSGa—time in bed (hours)

58.9-95.485.3 (8.3)PSG—sleep efficiency (%)

4-143.944.9 (33.8)PSG—wake after sleep onset (minutes)

4.1-8.26.9 (0.9)Somnofy—total sleep time (hours)

3.1-12.55.8 (1.9)RIPb—noise removed (%)

11-21.415.5 (2.1)RIP—average respiratory rate (RPMc)

0-3.81.1 (1.1)AHId

0-13.81.3 (2.8)PLMIe

2.6-18.299.2 (3)ArIf

aPSG: polysomnography.
bRIP: respiratory inductance plethysmography.
cRPM: respirations per minute.
dAHI: apneas and hypopneas per hour of sleep.
ePLMI: periodic limb movements per hour of sleep.
fArI: arousals per hour of sleep.

Figure 1. Nights with the least, average, and most noise removed from respiratory rates derived from respiratory inductance plethysmography (RIP).
The respiratory rates as respirations per minute (RPM) are displayed on the y-axis, and the date and time (mm-dd HH) are displayed on the x-axis. The
filter removes obvious outliers in the respiratory rate without removing normal variations during wake and rapid eye movement (REM) sleep.

Instantaneous RR
The results of the measurements of instantaneous RR are
displayed in Table 3. During time in bed, Somnofy managed to
measure RR 84% (SD 6%) of the time (coverage) and the MAE
of these measurements was 0.18 (SD 0.05) RPM compared with
RIP. On average, the 95% limits of agreement with RIP ranged

from −0.94 (SD 0.35) to 0.80 (SD 0.32) RPM, with bias of
−0.07 (SD 0.02) RPM. After adjusting for repeated
measurements, the limits of agreement on the whole data set
ranged from −0.99 to 0.85. Figure 2 shows the Bland-Altman
plot for this scenario. The orange regression line

(slope=−0.0057; R2=0.0059) indicates that Somnofy tends to

JMIR Biomed Eng 2022 | vol. 7 | iss. 2 |e36618 | p.84https://biomedeng.jmir.org/2022/2/e36618
(page number not for citation purposes)

Toften et alJMIR BIOMEDICAL ENGINEERING

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


underestimate RR compared with RIP and that Somnofy
underestimates more for high RRs. During Somnofy-defined
sleep, the coverage was 90% (SD 3.7%) and the limits of
agreement ranged from −0.83 (SD 0.28) to 0.69 (SD 0.25), on
average. In particular, the worst nights were improved by
removing wake data, indicating that these nights had high
amount of wake, which was difficult for Somnofy to measure.

Table 4 shows the coverage and accuracy across the different
Somnofy-defined sleep stages. Somnofy was most accurate
during deep sleep (non-REM 3) and light sleep (non-REM 1 or
non-REM 2), whereas accuracy and coverage were substantially
lower during wake and REM sleep than during other sleep
stages. The results across PSG-defined sleep stages were similar
(Multimedia Appendix 1).

Table 3. Results for instantaneous respiratory rate (N=37).

During Somnofy-defined sleep, mean (SD); rangeDuring time in bed, mean (SD); rangeParameters

24.69 (3.26); 14.88 to 29.6728.66 (2.66); 24.48 to 36.07Number of measurementsa (1000s)

89.5 (3.7); 80.2 to 97.383.5 (6); 69 to 93.3Coverageb (%)

2.42 (1.77); 0.55 to 104.97 (3.80); 1.27 to 16.85Longest gapc (minimum)

21.81 (3.14); 13 to 27.2323.54 (2.90); 17.21 to 30.35Number of common measurementsd (1000s)

0.90 (0.06); 0.73 to 0.970.89 (0.15); 0.03 to 0.96R 2e

0.17 (0.04); 0.10 to 0.240.18 (0.04); 0.10 to 0.28MAEf

−0.07 (0.02); −0.12 to −0.04−0.07 (0.02); −0.14 to −0.04Bias

−0.83 (0.28); −1.57 to −0.43−0.94 (0.35); −2.19 to −0.43LoAg—low

0.69 (0.25); 0.32 to 1.360.80 (0.32); 0.32 to 1.90LoA—high

aNumber of instantaneous respiratory rate measurements in 1000s.
bPercentage of the time Somnofy provided respiratory rate measurements.
cHighest number of minutes between 2 Somnofy measurements per night.
dNumber of times both Somnofy and noise-filtered respiratory inductance plethysmography provided measurement.
eR2: coefficient of determination.
fMAE: mean absolute error.
gBland-Altman 95% limits of agreement, calculated as bias – 1.96 × SD to bias + 1.96 × SD.
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Figure 2. Bland-Altman plot for instantaneous respiratory rates. The y-axis displays the disagreement between Somnofy and respiratory inductance
plethysmography (RIP; N=871,072), whereas the x-axis displays the average of Somnofy and RIP measurements. All values are presented as respirations
per minute (RPM). Measurements from the same night are visualized with the same color. For overlapping measurements, the top measurements were
picked randomly. The y-axis is limited to between –1.2 and 1.2.

Table 4. Results for instantaneous respiratory rate for Somnofy-defined sleep stages.

Rapid eye movementDeepLightWakeParameters

178,862195,462539,229141,320Number of measurementsa

16.115.715.316.9RIPb—average respiratory rate (RPMc)

75.398.191.347.1Coveraged (%)

132,109189,369485,31562,981Number of common measurementse

0.300.110.150.33MAEf

−0.12−0.05−0.06−0.12Bias

−1.67−0.38−0.66−1.97LoAg—low

1.420.280.551.72LoA—high

aNumber of instantaneous respiratory rate measurements.
bRIP: respiratory inductance plethysmography.
cRPM: respirations per minute.
dPercentage of the time Somnofy provided respiratory rate measurements.
eNumber of times both Somnofy and noise-filtered RIP provided measurement.
fMAE: mean absolute error.
gBland-Altman 95% limits of agreement, adjusted for repeated measurements and calculated as bias – 1.96 × SD to bias + 1.96 × SD.
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Nightly Average RR
For the nightly average RRs, MAE was 0.052 (SD 0.008) RPM.
Figure 3 displays the Bland-Altman plot for these averages. The
Bland-Altman limits of agreement show that 95% of the nightly
averages are expected to have a disagreement with RIP between

−0.07 and −0.04 RPM. As indicated by the orange line

(slope=−0.0018; R2=0.343), there seems to be a trend, where
Somnofy underestimates more for high RRs. This trend is a
similar to that for the instantaneous RR measurements shown
in Figure 2.

Figure 3. Bland-Altman analysis for nightly filtered respiratory rates. The y-axis displays the disagreement between Somnofy and respiratory inductance
plethysmography (RIP; N=37), whereas the x-axis displays the average of Somnofy and RIP measurements. All values are presented as respirations per
minute (RPM). The nightly averages are visualized as blue dots.

Night-to-Night Consistency of Nightly Average RR
The results from the longitudinal pilot study are shown in Figure
4. The RRs were fairly consistent from night to night for all
participants (6/6, 100%), and most values were within the 95%
CIs around the baselines. Moreover, periods with self-reported

illness substantially deviated from their respective baselines.
In total, 67% (4/6) of the participants reported 1 illness each.
The participants who were aged 13, 11, and 38 years,
respectively, reported a cold, and the participant aged 81 years
reported an infection that was treated with antibiotics.
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Figure 4. Nightly filtered average respiratory rates over 3 months. A total of 6 individual participants are labeled with sex and age above the corresponding
graph. The y-axis displays the average filtered respiratory rates as respirations per minute (RPM), whereas the x-axis displays the date at wake up.
Self-reported illness is tagged on the first peak of the respiratory rate during the illness. All nights substantially outside the CI were related to the
self-reported illnesses.

Other Analyses
In this study, the null hypothesis that MAE and coverage were
independent of age (MAE: P=.97 and coverage: P=.63), sex
(MAE: P=.28 and coverage: P=.73), and BMI (MAE: P=.99
and coverage: P=.43) could not be rejected. In contrast, for
sleeping position and sensor location, the null hypothesis was

rejected. Some combinations, all including supine sleeping
position, showed statistically significantly higher MAE (mean
0.045 RPM, SD 0.01) and statistically significantly lower
coverage (mean 5.0%, SD 0.9%) than other radar or sleeping
positions. The mean difference and P values for all the
significantly different combinations are shown in Table 5.
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Table 5. Statistically significant differences for sleeping position and sensor locationa.

Coveraged (%)MAEb (RPMc)Significantly different combinations

P valueMean differenceP valueMean difference

<.001−6.21<.0010.048Supine nightstand—left wall

<.001−5.99<.0010.046Supine nightstand—right wall

<.001−4.78.0020.052Supine nightstand—left nightstand

.002−4.17<.0010.042Supine nightstand—right nightstand

N/AN/Ae.020.053Supine nightstand—prone wall

.002−4.15.040.027Supine wall—right wall

.001−4.37N/AN/ASupine wall—left wall

aThe table shows combinations of sleeping position (right, left, supine, and prone) and sensor location (nightstand and wall) that were statistically
significantly different using Tukey method on a linear mixed effects model (33/37, 89%).
bMAE: mean absolute error.
cRPM: respirations per minute.
dPercentage of the time Somnofy provided respiratory rate measurements.
eN/A: not applicable.

Discussion

Principal Findings
This study demonstrated that Somnofy can accurately detect
instantaneous RRs during time in bed for healthy adults. On
average, Somnofy was able to measure RR 84% (SD 6%) of
the time with MAE of 0.18 (SD 0.04) RPM. The Bland-Altman
95% limits of agreement ranged from −0.99 to 0.85 RPM. The
accuracy and coverage varied significantly according to the
sleep stage, where deep sleep (MAE=0.11; coverage=98%) was
the most accurate, followed by light sleep (MAE=0.15;
coverage=91%), REM sleep (MAE=0.30; coverage=75%), and
wake (MAE=0.33; coverage=47%). For filtered nightly
averages, the measurements from RIP and Somnofy were almost
identical with Bland-Altman 95% limits of agreement, ranging
from −0.07 to −0.04 RPM. Overall, Somnofy tended to slightly
underestimate RR. Results were independent of age, BMI, and
sex but were slightly worse for supine sleeping position.

The longitudinal part of the study showed that the nightly RRs
seem fairly consistent from night to night. Most nightly averages
were within the 95% CIs of the personalized baselines.
Moreover, the CIs were smaller than, for example, the normal
effect of 1-degree increase in body temperature on RR (eg,
associated with fever) [5,6]. All substantial deviations coincided
with self-reported illness, which were expected to increase the
RR. The small night-to-night variations can be caused by other
factors that affect RR, such as increased RRs after intense
workouts [12] and RRs varying with emotions or anxiety [13]
and owing to menstrual cycle [14]. A large study investigating
these factors is necessary to understand the usefulness of
investigating small deviations from baseline.

The coverage and accuracy varied substantially according to
the sleep stage. It is probably easier for Somnofy to measure
RR during light and deep sleep, as RR during these periods is
more stable than that during wake or REM sleep. Coverage was
particularly low during wake, when more movement likely

resulted in more noise. Somnofy takes advantage of this by
using values only from light and deep sleep to calculate the
nightly average, during which the accuracy is higher. This has
the additional benefit that the average is independent of the
amount of wake and REM sleep during the night, during which
RR varies more and tends to be higher. Thus, using values only
from light and deep sleep should also improve the night-to-night
consistency.

On average, 5.8% (SD 1.9%) of the PSG data had to be filtered
for noise. Another reference device or signal processing
technique could have been used instead of RIP with STFT.
Unfortunately, there is no gold standard for longitudinal
measurements of RR, and changing the reference is unlikely to
affect the results significantly. RIP was used in one study [23],
and RIP and STFT were used in another study [27]. One study
used a nasal flow sensor, but had to remove 10 out of 40 nights
owing to missing or unusable flow data [24]. Another study
used both flow and effort signals with a peak detection
algorithm, but based on the number of epochs they analyzed
divided by the average time in bed in their study, they removed
approximately twice as much noise as removed in this study
[25].

Compared with wearables, radar technology has the benefit that
nothing must be attached to the body, which can negatively
affect sleep. Wearables also must be charged, and the user must
remember to wear the device in bed. According to Fitbit, only
half of its users wear their armbands at night [42], indicating
that compliance can be a problem. Furthermore, neither
wearables nor under-the-mattress sensors have been shown to
measure sleep as reliably as Somnofy [37], information that can
be used for more consistent nightly averages.

As Somnofy measures RRs from a distance, it was especially
interesting to analyze the results across sleeping positions and
sensor locations. All significant differences were found for
supine sleeping position, indicating that this position may be
more difficult to assess. For the nightstand sensor, the supine
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position may be more difficult, because the respiration
movement is mainly perpendicular to the transmitted radar
signals. This is also true for the prone position, but in this
position, some of the respiration movements may be pushed in
different directions by the bed. The wall sensor may have
difficulties in assessing the supine position owing to more
movement. Here, the body is free to move, and the sensor has
good view of the movements. Interestingly, Somnofy seems to
measure RR equally well when the chest or the back is aimed
toward the sensor. In addition, there was no statistically
significant difference according to age, sex, or BMI, which are
factors that can affect both how respiration is visible on the
body surface and actual RRs. However, the study had few
participants with high BMI; therefore, this should be investigated
further.

Previous studies have reported that active measurements of RRs
can be imprecise if the user is aware of being measured, and
therefore, consciously affects breathing [43]. As Somnofy
measures RRs from a distance, it should be possible to do so
without affecting the user. Moreover, measuring during sleep
enforces measurements to occur during rest. Noncontact
measurements of RRs should also have other benefits such as
user-friendliness and less administration.

Comparison With Previous Studies
Few commercially available technologies suitable for
longitudinal studies have been validated for RR measurements.
Comparison between studies is always difficult, because the
sleep data, reference device or signal processing, and
performance metrics are different. However, to the best of our
knowledge, the results of this study are significantly better than
those of other technologies [23-25,44-46] including radar
technology [27,29]. The validated measurements are also more
instantaneous, as previous studies have averaged RRs over
epochs of data. Moreover, previous studies of noncontact RR
measurements during sleep have not investigated the effect of
all the factors that can affect the results, such as sleep stage,
age, BMI, and sleeping position [23-25,27,46]. This is also the
first study that explicitly analyses coverage and measures gaps
in continuous RR measurements during sleep using radar
technology.

To the best of our knowledge, the accuracy in this study is also
significantly higher than that of the measuring methods used in
hospitals, such as manual counting of breaths [47] and chest
patches [19]. However, these studies were performed on
different populations and in different settings, which could have
made measurements more difficult.

Previous studies have not validated filtered nightly average, as
proposed in this study. This filtered average was substantially
more accurate than the standard nightly averages reported in
other studies [24,25]. In theory, it should also be more suitable

for longitudinal studies, as the night-to-night variability should
be lower.

No other study has analyzed whether anomaly detection from
personalized baselines is a sound application of longitudinal
RR monitoring. For the approach to be sensible, RRs need to
be sufficiently consistent from night to night and the
measurement error needs to be sufficiently small, depending
on the application. However, a pilot study investigated a specific
use case for patients with COPD [48]. Their intention was to
detect exacerbation of COPD by comparing the median RR of
one night with those of the previous nights. They concluded
that RR can be obtained using radar technology and that RR
may be an indicator of change in clinical status. Another study
found that the use of both instantaneous and previous RRs
improved precision when detecting clinical deterioration [49].

Limitations
The study investigated measurements only during rest, and the
results cannot be automatically applied to general situations
where the individual is awake. Furthermore, the study was
limited to healthy adults. More studies are necessary to validate
Somnofy for people with different illnesses, children, and older
adults.

The second part of the study included few participants. A large
population should be analyzed to investigate the night-to-night
consistency of average nocturnal RRs in a general population.
Moreover, the participants’ illnesses were self-reported. No
physicians were consulted for diagnosis, and body temperatures
were not measured. Further studies should investigate which
types of disease can be detected with this technology and how
early in the development of these diseases the RR changes.

This study analyzed only RR. Although RR can be valuable to
measure longitudinally, more value can be added by measuring
other biomarkers such as temperature, blood pressure, and heart
rate simultaneously. Heart rate is often measured using
comparable technology [23-25], and radar technology has
previously also been validated for measuring heart rate during
sleep [27]. Heart rate measurement was not available from
Somnofy at the time of this study.

Conclusions
This study shows that Somnofy accurately measures RR during
sleep in healthy adults. To the best of our knowledge, Somnofy
has higher precision than any other noncontact device suitable
for longitudinal monitoring, especially for nightly averages.
Moreover, measuring RRs during sleep seems to be a sound
option for consistent longitudinal measurements. Several events
that affect the RR should be detectable as deviations from
personalized nocturnal baselines, making the device suitable
for a broad range of applications. Further studies are necessary
to validate the use of Somnofy for children and older adults or
to use this device in clinical settings.
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Abstract

Background: Cervical myelopathy (CM) causes several symptoms such as clumsiness of the hands and often requires surgery.
Screening and early diagnosis of CM are important because some patients are unaware of their early symptoms and consult a
surgeon only after their condition has become severe. The 10-second hand grip and release test is commonly used to check for
the presence of CM. The test is simple but would be more useful for screening if it could objectively evaluate the changes in
movement specific to CM. A previous study analyzed finger movements in the 10-second hand grip and release test using the
Leap Motion, a noncontact sensor, and a system was developed that can diagnose CM with high sensitivity and specificity using
machine learning. However, the previous study had limitations in that the system recorded few parameters and did not differentiate
CM from other hand disorders.

Objective: This study aims to develop a system that can diagnose CM with higher sensitivity and specificity, and distinguish
CM from carpal tunnel syndrome (CTS), a common hand disorder. We then validated the system with a modified Leap Motion
that can record the joints of each finger.

Methods: In total, 31, 27, and 29 participants were recruited into the CM, CTS, and control groups, respectively. We developed
a system using Leap Motion that recorded 229 parameters of finger movements while participants gripped and released their
fingers as rapidly as possible. A support vector machine was used for machine learning to develop the binary classification model
and calculated the sensitivity, specificity, and area under the curve (AUC). We developed two models, one to diagnose CM among
the CM and control groups (CM/control model), and the other to diagnose CM among the CM and non-CM groups (CM/non-CM
model).

Results: The CM/control model indexes were as follows: sensitivity 74.2%, specificity 89.7%, and AUC 0.82. The CM/non-CM
model indexes were as follows: sensitivity 71%, specificity 72.87%, and AUC 0.74.

Conclusions: We developed a screening system capable of diagnosing CM with higher sensitivity and specificity. This system
can differentiate patients with CM from patients with CTS as well as healthy patients and has the potential to screen for CM in
a variety of patients.
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Introduction

Cervical myelopathy (CM) occurs in patients with cervical
spondylotic myelopathy, ossification of the posterior
longitudinal ligament, or cervical disk herniation [1-3]. CM
causes symptoms such as clumsiness of the hands, numbness
of the extremities and trunk, and gait disturbance, and often
requires surgery. The longer the duration and the more severe
the disease, the worse the postoperative outcome [4-6].
However, some patients with CM are unaware of their early
symptoms and consult a spine surgeon only after their condition
has become severe [7]. Therefore, screening and early diagnosis
of CM are important for symptom monitoring and to determine
the optimum time for surgery [8].

Clumsiness of hands is a characteristic and important symptom
of CM and is referred to as myelopathy hand [9]. The 10-second
hand grip and release (10-s) test is commonly used to check for
the presence of myelopathy hand [9,10]. In the 10-s test, patients
repeatedly grip and release their hand as fast as possible for 10
seconds; if the number of repetitions is less than 20, a
myelopathy hand is suspected. The 10-s test is simple but would
be more useful for screening if it could objectively evaluate not
only the number of repetitions but also the changes in movement
specific to myelopathy hand.

Nowadays, the latest commercial sensors and devices using
virtual reality have been developed and are being used in the
medical field [11]. Some studies have reported using
smartphones and stylus pens to analyze hand movements and
diagnose diseases [12-14]. In the field of cervical spine, there
have been reports of diagnosis, surgery, and rehabilitation using
virtual reality [15-17]. Several studies have also been conducted
to analyze the movement of the myelopathy hand using sensors
[18-22]. Most of these studies used wearable sensors such as
motion capture systems, strain sensors, gyro sensors, and bend
sensors, which are complicated.

For a simpler test, we analyzed hand and finger movements in
the 10-s test using Leap Motion (Leap Motion) in a previous
study [23]. Leap Motion is a noncontact sensor consisting of
infrared cameras and LEDs, and captures hand and finger
movements in real time [24,25]. Furthermore, we applied a
machine learning algorithm to the obtained data to create a
binary classification model to classify CM with 84% sensitivity,
60.7% specificity, and 0.85 area under the curve (AUC).
However, because of the limitations of the system, only fingertip
movements, not all joint movements, were recorded. Moreover,
because only patients with CM and healthy participants were
compared, it was not clear whether our model could differentiate
CM from other hand disorders such as carpal tunnel syndrome
(CTS).

To solve these problems, we improved the system so that the
joints of each finger can also be recorded by Leap Motion and
aimed to develop a system capable of diagnosing CM with
higher sensitivity and specificity. Furthermore, we included
patients with CTS, a common hand disorder, to verify if it is
possible to distinguish CM from CTS.

Methods

Ethics Approval
This study was approved by the Institutional Review Board of
Tokyo Medical and Dental University (M2019-047). Written
informed consent was provided by all participants.

Recruitment
We included preoperative patients with CM (CM group),
preoperative patients with CTS (CTS group), and volunteers
(control group) between February 2020 and July 2021.
Experienced spine surgeons diagnosed CM based on symptoms,
physical and neurological findings, and magnetic resonance
imaging (MRI) or computed tomography myelogram.
Experienced hand surgeons diagnosed CTS based on symptoms,
physical findings such as the Tinel sign and Phalen test, and
nerve conduction studies (NCSs) measured by Neuropack X1
(Nihon Kohden). Volunteers were recruited from patients who
had undergone total hip arthroplasty.

In all groups, participants with a history of other upper extremity
disease, injury, or surgery; those with neurological diseases
such as stroke, brain tumor, and traumatic brain injury; those
with inflammatory diseases such as rheumatoid arthritis; those
with dementia or psychiatric disease; and those who refused to
participate were excluded. Moreover, spine surgeons also
examined participants in the CTS and control groups, and
excluded those with symptoms or physical findings suggestive
of CM from the CTS and control groups. Similarly, hand
surgeons examined participants in the CM and control groups,
and excluded those with symptoms or physical findings
suggestive of CTS from the CM and control groups.

In the CM group, primary diseases causing CM were recorded.
The maximally compressed levels of the spinal cord were also
recorded from the sagittal and axial images of the preoperative
T2-weighted MRI. In the CTS group, Bland classifications were
recorded as severity based on NCSs [26]. Finally, the CTS and
control groups were combined to create a non-CM group.

Measurements With Leap Motion
Before the measurement, the procedure and a short
demonstration were provided to the participants. The protocol
of the measurement with Leap Motion was based on a previous
study and was performed as follows: participants sat in front of
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Leap Motion placed in front of a laptop computer and connected
by USB, extended the elbow on the side to be measured, placed
the hand 10 cm above Leap Motion in a pronated position, and
gripped and released the fingers as rapidly and as fully as
possible 20 times after seeing the sign to start the examination
(Figure 1) [23]. During the measurement, we confirmed that

the system could correctly capture participant hand movements
by watching the 3D hand model displayed on the screen in real
time. All participants completed both hand measurements twice.
A total of 229 parameters, listed in Table 1, were measured as
waveform data (60 frames per second).

Figure 1. Images of the measurement with Leap Motion. Leap Motion and the three axes measured by Leap Motion (A). Participants placed their hand
above Leap Motion, connected to a laptop computer via USB (B). During the measurement, a 3D hand model was displayed in real time on the screen
of the laptop computer (C).

Table 1. Parameters measured by Leap Motion.

Total (N=229), nValues, nParameters

11Extended fingers (n)

33 dimensionsaPosition of palm

33 dimensionsDirection of palm

11Angle of wrist extension

33 dimensionsPosition of wrist

33 dimensionsDirection of forearm

55 fingersSpeed of fingertip

155 fingers × 3 dimensionsPosition of fingertip

155 fingers × 3 dimensionsDirection of fingertip

605 fingers × 4 bonesb × 3 dimensionsPosition of distal end of bone

605 fingers × 4 bones × 3 dimensionsPosition of center of bone

605 fingers × 4 bones × 3 dimensionsDirection of bone

aDimensions consist of x, y, and z coordinates.
bBones consist of distal phalanx, middle phalanx, proximal phalanx, and metacarpus. For convenience, bones of the thumb were assumed to consist of
distal phalanx, proximal phalanx, metacarpus, and carpal bones.
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Statistical Analysis

Characteristics of Participants
The characteristics of participants were assessed using Student
t test for age, chi-square test for sex and measured side of the
hand, and Fisher exact test for hand dominance. A P value <.05
was considered statistically significant.

Binary Classification Model
We aimed to create two models, one to diagnose CM among
the CM and control groups (CM/control model), and the other
to diagnose CM among the CM and non-CM groups
(CM/non-CM model).

Preprocessing of the data was performed prior to the application
of machine learning. First, each waveform data was divided
into 15 segments of 64 frames each while allowing for overlap
because each participant took different frames to perform 20
grips and releases. These segments (64 frames) were linearly
detrended and multiplied by the Hanning window function [27].
The processed segments were converted to frequency domain
data using fast Fourier transform. The subwaveforms (64 frames)
were converted into frequency domain data, selecting only the
lower 16 frequencies. Finally, a 54,960-dimensional data set
(229 parameters × 16 frequency domain data × 15 segments)
was obtained for each trial. Data from two trials on each hand
were combined and used to create the CM/control model.
Alternatively, since CTS can occur on only one hand, data from
only two trials on one hand (either the right or left) were
combined and used to create the CM/non-CM model.

A support vector machine (SVM) was used to create the binary
classification models [28]. SVM is one of the common machine
learning algorithms used for classification and has performed
well in previous studies. After the learning phase, the SVM
shows a predicted label of CM with a probability score. We set
a threshold and created a binary classification model to classify
whether a data set was CM or not. Data from the CM and control
groups were used for the CM/control model, and data from all
groups were used for the CM/non-CM model. In the validation
phase, 10-fold cross-validation was performed [29]. We
generated a receiver operating characteristic (ROC) curve by
adjusting the threshold and calculating the AUC. The point on
the ROC curve closest to the upper-left corner of the graph was
set as the optimal cutoff value.

Furthermore, to investigate which parts of the hand contribute
to the diagnosis of CM, we also generated modified CM/control
models using data from only one of the 20 bones and then
similarly calculated the AUC.

Results

Comparison of Characteristics of Participants
In total, 31 participants (62 hands), 27 participants (38 hands),
and 29 participants (58 hands) were recruited to the CM, CTS,
and control groups, respectively. Patient demographics and
characteristics are summarized in Table 2. There was no
significant difference between the groups in terms of age, sex,
or hand dominance.
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Table 2. Characteristics of participants in the CM, CTS, and control groups.

P valueCMNon-CMaCharacteristic

CM/non-CMCM/controlCTSbControl

N/AN/Ac312529Participants, n

.11.2367.0 (57.0-77.0)62.0 (49.2-74.7)63.6 (52.1-75.0)Age (years), mean (SD)

.11.5916512Sex (male), n

.36>.99302529Hand dominance (right), n

N/AN/A623458Hands, n

.83>.99312029Side (right), n

N/AN/AN/AN/ABland classification, n

3Grade 1

0Grade 2

17Grade 3

0Grade 4

14Grade 5

4Grade 6

N/AN/AN/AN/APrimary disease, n

13CSMd

16OPLLe

2CDHf

N/AN/AN/AN/AMaximally compressed level, n

1C1/2

0C2/3

12C3/4

8C4/5

9C5/6

1C6/7

aCM: cervical myelopathy.
bCTS: carpal tunnel syndrome.
cN/A: not applicable.
dCSM: cervical spondylotic myelopathy.
eOPLL: ossification of the posterior longitudinal ligament.
fCDH: cervical disk herniation.

Binary Classification Model
The indexes of the binary classification models are listed in
Table 3. The ROC curve of the control and CM/non-CM model
are shown in Figure 2.

The AUC of models limited to the parameters of each bone are
listed in Table 4. The AUC of the model using the parameters
of the proximal phalanx of the thumb was the highest (0.86).
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Table 3. Index of binary classification models.

AUCaSpecificity (%)Sensitivity (%)

0.8289.774.2CMb/control model

CM/non-CM model

0.7472.871.0Total

0.7775.571.0Right hand

0.7679.174.2Left hand

aAUC: area under the curve.
bCM: cervical myelopathy.

Figure 2. Receiver operating characteristic (ROC) curve of the cervical myelopathy (CM)/control model (A) and CM/non-CM model (B). The area
under the ROC curve was 0.82 and 0.74 in the CM/control model and CM/non-CM model, respectively. The red cross indicates the optimal cutoff value.

Table 4. Area under the curve of models limited to the parameters of each bone

Little fingerRing fingerMiddle fingerIndex fingerThumba

0.780.780.800.820.83Distal phalanx

0.790.800.810.830.86Middle phalanx

0.830.830.840.820.84Proximal phalanx

0.820.830.830.820.82Metacarpus

aOnly in the thumb, middle phalanx means proximal phalanx, proximal phalanx means metacarpus, and metacarpus means carpal bones.

Discussion

Principal Results
We developed a classification model with high sensitivity and
specificity to diagnose CM. However, despite increasing the
parameters, major improvements in diagnostic performance of
the CM/control model were not obtained in this study (74.2%
sensitivity, 89.7% specificity, and 0.82 AUC) compared to the
previous study (84% sensitivity, 60.7% specificity, and 0.85
AUC) [23]. Increasing only the number of parameters will result
in improved diagnostic performance; therefore, it is necessary
to increase the number of samples. Nevertheless, the
classification model in this study is still effective as a screening

method since it has a sufficiently high diagnostic performance
when compared to classic tests. For example, the 10-s test
showed 61%-74% sensitivity, 52%-66% specificity, and
0.71-0.77 AUC [10,30,31]; the finger escape sign showed
48%-55% sensitivity [30,31]; the deep tendon reflex change
showed 15%-56% sensitivity and 96%-98% specificity [31-33].
In another previous study, the analysis and diagnoses of
myelopathy hand was performed by wearing a glove with a
sensor, with 87% sensitivity, 86% specificity, and 0.93 AUC
[21]. Although the result of this study is inferior to the previous
study, our method is superior in that it is easier to test many
patients with the noncontact sensor, making it suitable for
screening.
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In the models limited to the parameters of each bone, the AUC
of the model using the parameters of the proximal phalanx of
the thumb was the highest. In addition, overall, the models using
the parameters of bones of the thumb tended to have higher
AUCs. This result is contrary to the finger escape sign, which
indicates that the ulnar finger is more likely to be affected in
CM [9]. The cause of this discrepancy may be due to the position
of the sensor in this method. Because Leap Motion captures
hand movement from the palmar side, the bones of the fingers
other than the thumb are temporarily hidden by other bones
during the grip and release movements, and occasionally not
accurately captured. Alternatively, thumb movement is always
tracked by Leap Motion. Moreover, another study reported that
patients with CM exhibit specific changes in pinching
movements with the thumb and index finger [20]. This result
means that, in patients with CM, not only ulnar but also radial
finger movements are significantly altered. These factors would
contribute to the higher AUCs of the model using the parameters
of the proximal phalanx of the thumb.

In this study, we attempted to differentiate the CM group from
not only the control group, as in the previous study [23], but
also the CTS (non-CM) group, and we achieved high diagnostic
performance. The peak onset of CM is between the years of 40
and 60 years [1,3], but other hand disorders are also prevalent
during that time. Because CTS is a common hand disorder, with
a predilection for people 40 years or older [34,35], we included
these patients in our study. Our system can distinguish
myelopathy hand from motor disorders of the thumb that can
occur in CTS [36]. While further trials are required to
differentiate CM from other hand disorders, this result suggests
the possibility of accurately screening for CM among a variety
of hand disorders.

Several studies have also been conducted to analyze the
movement of the myelopathy hand using sensors, but Leap

Motion has the major advantage of simplicity. For example,
motion captures can provide a detailed motion analysis, but the
installation of the sensors requires skill and time of the
examiners, and it is impossible to test a large number of patients
in a short period of time. Alternatively, Leap Motion can be
used for our test simply by connecting it to a computer if the
program can be shared. Furthermore, the test can be performed
by a single patient with only a simple test procedure guide. Leap
Motion is also a less expensive commercial sensor, which is an
advantage in that it is readily available. These advantages of
Leap Motion are useful for screening large numbers of patients
in a short period of time.

Limitations
This study had some limitations. First, it is possible that there
were participants with potential CM in the CTS and control
groups because participants in these groups did not undergo an
MRI. Similarly, it is possible that there were participants with
potential CTS in the CM and control groups because participants
in these groups did not undergo an NCS.

Second, we did not compare subgroups by anatomical level of
myelopathy and by severity of CM and CTS. There may be
variation among subgroups within the same group. Third, only
internal validation by 10-fold cross validation was performed
and external validation was not. In future work, we will collect
more samples to solve these problems.

Conclusions
We developed a screening system capable of diagnosing CM
with higher sensitivity and specificity by high-dimensional
analysis of finger motion and machine learning. This system
can differentiate patients with CM from patients with CTS as
well as healthy patients and has the potential to screen for CM
in a variety of patients.

 

Acknowledgments
This research was supported by JST AIP-PRISM JPMJCR18Y2 and JST PRESTO JPMJPR17J4. We would like to thank Editage
for English language editing.

Conflicts of Interest
None declared.

References
1. Nouri A, Tetreault L, Singh A, Karadimas SK, Fehlings MG. Degenerative cervical myelopathy: epidemiology, genetics,

and pathogenesis. Spine (Phila Pa 1976) 2015 Jun 15;40(12):E675-E693. [doi: 10.1097/BRS.0000000000000913] [Medline:
25839387]

2. Rao R. Neck pain, cervical radiculopathy, and cervical myelopathy: pathophysiology, natural history, and clinical evaluation.
J Bone Joint Surg Am 2002 Oct;84(10):1872-1881. [doi: 10.2106/00004623-200210000-00021] [Medline: 12377921]

3. Theodore N. Degenerative cervical spondylosis. N Engl J Med 2020 Jul 09;383(2):159-168. [doi: 10.1056/NEJMra2003558]
[Medline: 32640134]

4. Tanaka J, Seki N, Tokimura F, Doi K, Inoue S. Operative results of canal-expansive laminoplasty for cervical spondylotic
myelopathy in elderly patients. Spine (Phila Pa 1976) 1999 Nov 15;24(22):2308-2312. [doi:
10.1097/00007632-199911150-00004] [Medline: 10586453]

JMIR Biomed Eng 2022 | vol. 7 | iss. 2 |e41327 | p.100https://biomedeng.jmir.org/2022/2/e41327
(page number not for citation purposes)

Koyama et alJMIR BIOMEDICAL ENGINEERING

XSL•FO
RenderX

http://dx.doi.org/10.1097/BRS.0000000000000913
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25839387&dopt=Abstract
http://dx.doi.org/10.2106/00004623-200210000-00021
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=12377921&dopt=Abstract
http://dx.doi.org/10.1056/NEJMra2003558
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32640134&dopt=Abstract
http://dx.doi.org/10.1097/00007632-199911150-00004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10586453&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


5. Tetreault L, Kopjar B, Côté P, Arnold P, Fehlings MG. A clinical prediction rule for functional outcomes in patients
undergoing surgery for degenerative cervical myelopathy: analysis of an international prospective multicenter data set of
757 subjects. J Bone Joint Surg Am 2015 Dec 16;97(24):2038-2046. [doi: 10.2106/JBJS.O.00189] [Medline: 26677238]

6. Tetreault LA, Kopjar B, Vaccaro A, Yoon ST, Arnold PM, Massicotte EM, et al. A clinical prediction model to determine
outcomes in patients with cervical spondylotic myelopathy undergoing surgical treatment: data from the prospective,
multi-center AOSpine North America study. J Bone Joint Surg Am 2013 Sep 18;95(18):1659-1666. [doi:
10.2106/JBJS.L.01323] [Medline: 24048553]

7. Sadasivan KK, Reddy RP, Albright JA. The natural history of cervical spondylotic myelopathy. Yale J Biol Med
1993;66(3):235-242. [Medline: 8209559]

8. Kobayashi H, Kikuchi S, Otani K, Sekiguchi M, Sekiguchi Y, Konno S. Development of a self-administered questionnaire
to screen patients for cervical myelopathy. BMC Musculoskelet Disord 2010 Nov 22;11:268 [FREE Full text] [doi:
10.1186/1471-2474-11-268] [Medline: 21092213]

9. Ono K, Ebara S, Fuji T, Yonenobu K, Fujiwara K, Yamashita K. Myelopathy hand. New clinical signs of cervical cord
damage. J Bone Joint Surg Br 1987 Mar;69(2):215-219. [doi: 10.1302/0301-620X.69B2.3818752] [Medline: 3818752]

10. Machino M, Ando K, Kobayashi K, Morozumi M, Tanaka S, Ito K, et al. Cut off value in each gender and decade of 10-s
grip and release and 10-s step test: a comparative study between 454 patients with cervical spondylotic myelopathy and
818 healthy subjects. Clin Neurol Neurosurg 2019 Sep;184:105414. [doi: 10.1016/j.clineuro.2019.105414] [Medline:
31306894]

11. Patel V, Chesmore A, Legner CM, Pandey S. Trends in workplace wearable technologies and connected‐worker solutions
for next‐generation occupational safety, health, and productivity. Adv Intelligent Syst 2021 Sep 23;4(1):2100099. [doi:
10.1002/aisy.202100099]

12. Koyama T, Sato S, Toriumi M, Watanabe T, Nimura A, Okawa A, et al. A screening method using anomaly detection on
a smartphone for patients with carpal tunnel syndrome: diagnostic case-control study. JMIR Mhealth Uhealth 2021 Mar
14;9(3):e26320 [FREE Full text] [doi: 10.2196/26320] [Medline: 33714936]

13. Pan D, Dhall R, Lieberman A, Petitti DB. A mobile cloud-based Parkinson's disease assessment system for home-based
monitoring. JMIR Mhealth Uhealth 2015 Mar 26;3(1):e29 [FREE Full text] [doi: 10.2196/mhealth.3956] [Medline: 25830687]

14. Watanabe T, Koyama T, Yamada E, Nimura A, Fujita K, Sugiura Y. The accuracy of a screening system for carpal tunnel
syndrome using hand drawing. J Clin Med 2021 Sep 27;10(19):4437 [FREE Full text] [doi: 10.3390/jcm10194437] [Medline:
34640454]

15. Burström G, Nachabe R, Persson O, Edström E, Elmi Terander A. Augmented and virtual reality instrument tracking for
minimally invasive spine surgery: a feasibility and accuracy study. Spine (Phila Pa 1976) 2019 Aug 01;44(15):1097-1104.
[doi: 10.1097/BRS.0000000000003006] [Medline: 30830046]

16. Sarig Bahat H, Croft K, Carter C, Hoddinott A, Sprecher E, Treleaven J. Remote kinematic training for patients with chronic
neck pain: a randomised controlled trial. Eur Spine J 2018 Jun;27(6):1309-1323. [doi: 10.1007/s00586-017-5323-0] [Medline:
29018956]

17. Sarig-Bahat H, Weiss PL, Laufer Y. Cervical motion assessment using virtual reality. Spine (Phila Pa 1976) 2009 May
01;34(10):1018-1024. [doi: 10.1097/BRS.0b013e31819b3254] [Medline: 19404177]

18. Oess NP, Wanek J, Curt A. Design and evaluation of a low-cost instrumented glove for hand function assessment. J Neuroeng
Rehabil 2012 Jan 17;9:2 [FREE Full text] [doi: 10.1186/1743-0003-9-2] [Medline: 22248160]

19. Omori M, Shibuya S, Nakajima T, Endoh T, Suzuki S, Irie S, et al. Hand dexterity impairment in patients with cervical
myelopathy: a new quantitative assessment using a natural prehension movement. Behav Neurol 2018;2018:5138234. [doi:
10.1155/2018/5138234] [Medline: 30073036]

20. Sakai N. Finger motion analysis of the patients with cervical myelopathy. Spine (Phila Pa 1976) 2005 Dec
15;30(24):2777-2782. [doi: 10.1097/01.brs.0000190452.33258.72] [Medline: 16371902]

21. Su X, Hou C, Shen B, Zhang W, Wu D, Li Q, et al. Clinical application of a new assessment tool for myelopathy hand
using virtual reality. Spine (Phila Pa 1976) 2020 Dec 15;45(24):E1645-E1652. [doi: 10.1097/BRS.0000000000003696]
[Medline: 32947494]

22. Date S, Nakanishi K, Fujiwara Y, Yamada K, Kamei N, Kurumadani H, et al. Quantitative evaluation of abnormal finger
movements in myelopathy hand during the grip and release test using gyro sensors. PLoS One 2021;16(10):e0258808
[FREE Full text] [doi: 10.1371/journal.pone.0258808] [Medline: 34669751]

23. Koyama T, Fujita K, Watanabe M, Kato K, Sasaki T, Yoshii T, et al. Cervical myelopathy screening with machine learning
algorithm focusing on finger motion using noncontact sensor. Spine (Phila Pa 1976) 2022 Jan 15;47(2):163-171. [doi:
10.1097/BRS.0000000000004243] [Medline: 34593737]

24. Guna J, Jakus G, Pogačnik M, Tomažič S, Sodnik J. An analysis of the precision and reliability of the leap motion sensor
and its suitability for static and dynamic tracking. Sensors (Basel) 2014 Feb 21;14(2):3702-3720 [FREE Full text] [doi:
10.3390/s140203702] [Medline: 24566635]

25. Weichert F, Bachmann D, Rudak B, Fisseler D. Analysis of the accuracy and robustness of the leap motion controller.
Sensors (Basel) 2013 May 14;13(5):6380-6393 [FREE Full text] [doi: 10.3390/s130506380] [Medline: 23673678]

JMIR Biomed Eng 2022 | vol. 7 | iss. 2 |e41327 | p.101https://biomedeng.jmir.org/2022/2/e41327
(page number not for citation purposes)

Koyama et alJMIR BIOMEDICAL ENGINEERING

XSL•FO
RenderX

http://dx.doi.org/10.2106/JBJS.O.00189
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26677238&dopt=Abstract
http://dx.doi.org/10.2106/JBJS.L.01323
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24048553&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=8209559&dopt=Abstract
https://bmcmusculoskeletdisord.biomedcentral.com/articles/10.1186/1471-2474-11-268
http://dx.doi.org/10.1186/1471-2474-11-268
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21092213&dopt=Abstract
http://dx.doi.org/10.1302/0301-620X.69B2.3818752
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=3818752&dopt=Abstract
http://dx.doi.org/10.1016/j.clineuro.2019.105414
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31306894&dopt=Abstract
http://dx.doi.org/10.1002/aisy.202100099
https://mhealth.jmir.org/2021/3/e26320/
http://dx.doi.org/10.2196/26320
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33714936&dopt=Abstract
https://mhealth.jmir.org/2015/1/e29/
http://dx.doi.org/10.2196/mhealth.3956
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25830687&dopt=Abstract
https://www.mdpi.com/resolver?pii=jcm10194437
http://dx.doi.org/10.3390/jcm10194437
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34640454&dopt=Abstract
http://dx.doi.org/10.1097/BRS.0000000000003006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30830046&dopt=Abstract
http://dx.doi.org/10.1007/s00586-017-5323-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29018956&dopt=Abstract
http://dx.doi.org/10.1097/BRS.0b013e31819b3254
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19404177&dopt=Abstract
https://jneuroengrehab.biomedcentral.com/articles/10.1186/1743-0003-9-2
http://dx.doi.org/10.1186/1743-0003-9-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22248160&dopt=Abstract
http://dx.doi.org/10.1155/2018/5138234
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30073036&dopt=Abstract
http://dx.doi.org/10.1097/01.brs.0000190452.33258.72
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16371902&dopt=Abstract
http://dx.doi.org/10.1097/BRS.0000000000003696
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32947494&dopt=Abstract
https://dx.plos.org/10.1371/journal.pone.0258808
http://dx.doi.org/10.1371/journal.pone.0258808
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34669751&dopt=Abstract
http://dx.doi.org/10.1097/BRS.0000000000004243
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34593737&dopt=Abstract
https://www.mdpi.com/resolver?pii=s140203702
http://dx.doi.org/10.3390/s140203702
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24566635&dopt=Abstract
https://www.mdpi.com/resolver?pii=s130506380
http://dx.doi.org/10.3390/s130506380
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23673678&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


26. Bland JD. A neurophysiological grading scale for carpal tunnel syndrome. Muscle Nerve 2000 Aug;23(8):1280-1283. [doi:
10.1002/1097-4598(200008)23:8<1280::aid-mus20>3.0.co;2-y] [Medline: 10918269]

27. Harris F. On the use of windows for harmonic analysis with the discrete Fourier transform. Proc IEEE 1978 Jan;66(1):51-83.
[doi: 10.1109/proc.1978.10837]

28. Noble WS. What is a support vector machine? Nat Biotechnol 2006 Dec;24(12):1565-1567. [doi: 10.1038/nbt1206-1565]
[Medline: 17160063]

29. Cawley GC, Talbot NL. Efficient leave-one-out cross-validation of kernel fisher discriminant classifiers. Pattern Recognition
2003 Nov;36(11):2585-2592. [doi: 10.1016/S0031-3203(03)00136-5]

30. Findlay GFG, Balain B, Trivedi JM, Jaffray DC. Does walking change the Romberg sign? Eur Spine J 2009
Oct;18(10):1528-1531 [FREE Full text] [doi: 10.1007/s00586-009-1008-7] [Medline: 19387702]

31. Wong TM, Leung HB, Wong WC. Correlation between magnetic resonance imaging and radiographic measurement of
cervical spine in cervical myelopathic patients. J Orthop Surg (Hong Kong) 2004 Dec;12(2):239-242 [FREE Full text] [doi:
10.1177/230949900401200220] [Medline: 15621915]

32. Cook C, Brown C, Isaacs R, Roman M, Davis S, Richardson W. Clustered clinical findings for diagnosis of cervical spine
myelopathy. J Man Manip Ther 2010 Dec;18(4):175-180 [FREE Full text] [doi: 10.1179/106698110X12804993427045]
[Medline: 22131790]

33. Cook C, Roman M, Stewart KM, Leithe LG, Isaacs R. Reliability and diagnostic accuracy of clinical special tests for
myelopathy in patients seen for cervical dysfunction. J Orthop Sports Phys Ther 2009 Mar;39(3):172-178. [doi:
10.2519/jospt.2009.2938] [Medline: 19252263]

34. Atroshi I, Gummesson C, Johnsson R, Ornstein E, Ranstam J, Rosén I. Prevalence of carpal tunnel syndrome in a general
population. JAMA 1999 Jul 14;282(2):153-158. [doi: 10.1001/jama.282.2.153] [Medline: 10411196]

35. Bland JDP, Rudolfer SM. Clinical surveillance of carpal tunnel syndrome in two areas of the United Kingdom, 1991-2001.
J Neurol Neurosurg Psychiatry 2003 Dec;74(12):1674-1679 [FREE Full text] [doi: 10.1136/jnnp.74.12.1674] [Medline:
14638888]

36. Kuroiwa T, Fujita K, Nimura A, Miyamoto T, Sasaki T, Okawa A. A new method of measuring the thumb pronation and
palmar abduction angles during opposition movement using a three-axis gyroscope. J Orthop Surg Res 2018 Nov 16;13(1):288
[FREE Full text] [doi: 10.1186/s13018-018-0999-3] [Medline: 30445972]

Abbreviations
10-s: 10-second hand grip and release
AUC: area under the curve
CM: cervical myelopathy
CTS: carpal tunnel syndrome
MRI: magnetic resonance imaging
NCS: nerve conduction study
ROC: receiver operating characteristic
SVM: support vector machine

Edited by A Mavragani; submitted 22.07.22; peer-reviewed by M Tada, L Guo, S Pandey; comments to author 16.08.22; revised
version received 05.09.22; accepted 15.09.22; published 03.10.22.

Please cite as:
Koyama T, Matsui R, Yamamoto A, Yamada E, Norose M, Ibara T, Kaburagi H, Nimura A, Sugiura Y, Saito H, Okawa A, Fujita K
High-Dimensional Analysis of Finger Motion and Screening of Cervical Myelopathy With a Noncontact Sensor: Diagnostic Case-Control
Study
JMIR Biomed Eng 2022;7(2):e41327
URL: https://biomedeng.jmir.org/2022/2/e41327 
doi:10.2196/41327
PMID:38875599

©Takafumi Koyama, Ryota Matsui, Akiko Yamamoto, Eriku Yamada, Mio Norose, Takuya Ibara, Hidetoshi Kaburagi, Akimoto
Nimura, Yuta Sugiura, Hideo Saito, Atsushi Okawa, Koji Fujita. Originally published in JMIR Biomedical Engineering
(http://biomsedeng.jmir.org), 03.10.2022. This is an open-access article distributed under the terms of the Creative Commons
Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work, first published in JMIR Biomedical Engineering, is properly cited. The complete

JMIR Biomed Eng 2022 | vol. 7 | iss. 2 |e41327 | p.102https://biomedeng.jmir.org/2022/2/e41327
(page number not for citation purposes)

Koyama et alJMIR BIOMEDICAL ENGINEERING

XSL•FO
RenderX

http://dx.doi.org/10.1002/1097-4598(200008)23:8<1280::aid-mus20>3.0.co;2-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10918269&dopt=Abstract
http://dx.doi.org/10.1109/proc.1978.10837
http://dx.doi.org/10.1038/nbt1206-1565
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17160063&dopt=Abstract
http://dx.doi.org/10.1016/S0031-3203(03)00136-5
https://europepmc.org/abstract/MED/19387702
http://dx.doi.org/10.1007/s00586-009-1008-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19387702&dopt=Abstract
https://journals.sagepub.com/doi/10.1177/230949900401200220?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.1177/230949900401200220
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15621915&dopt=Abstract
https://europepmc.org/abstract/MED/22131790
http://dx.doi.org/10.1179/106698110X12804993427045
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22131790&dopt=Abstract
http://dx.doi.org/10.2519/jospt.2009.2938
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19252263&dopt=Abstract
http://dx.doi.org/10.1001/jama.282.2.153
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=10411196&dopt=Abstract
https://jnnp.bmj.com/lookup/pmidlookup?view=long&pmid=14638888
http://dx.doi.org/10.1136/jnnp.74.12.1674
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=14638888&dopt=Abstract
https://josr-online.biomedcentral.com/articles/10.1186/s13018-018-0999-3
http://dx.doi.org/10.1186/s13018-018-0999-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30445972&dopt=Abstract
https://biomedeng.jmir.org/2022/2/e41327
http://dx.doi.org/10.2196/41327
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=38875599&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


bibliographic information, a link to the original publication on https://biomedeng.jmir.org/, as well as this copyright and license
information must be included.

JMIR Biomed Eng 2022 | vol. 7 | iss. 2 |e41327 | p.103https://biomedeng.jmir.org/2022/2/e41327
(page number not for citation purposes)

Koyama et alJMIR BIOMEDICAL ENGINEERING

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Telemonitoring of Home-Based Biking Exercise: Assessment of
Wireless Interfaces

Aref Smiley1*, PhD; Te-Yi Tsai1*, MSc; Wanting Cui1*, MSc; Irena Parvanova1*, PhD; Jinyan Lyu1*, MSc; Elena

Zakashansky1*, BSc; Taulant Xhakli1*, BSc; Hu Cui1*, MSc; Joseph Finkelstein1*, MD, PhD
Center for Biomedical and Population Health Informatics, Icahn School of Medicine at Mount Sinai, New York, NY, United States
*all authors contributed equally

Corresponding Author:
Aref Smiley, PhD
Center for Biomedical and Population Health Informatics
Icahn School of Medicine at Mount Sinai
1770 Madison Avenue, 2nd Fl
New York, NY, 10035
United States
Phone: 1 212 659 9596
Email: aref.smiley@gmail.com

Abstract

Background: Telerehabiliation has been shown to have great potential in expanding access to rehabilitation services, enhancing
patients’ quality of life, and improving clinical outcomes. Stationary biking exercise can serve as an effective aerobic component
of home-based physical rehabilitation programs. Remote monitoring of biking exercise provides necessary safeguards to ensure
exercise adherence and safety in patients' homes. The scalability of the current remote monitoring of biking exercise solutions is
impeded by the high cost that limits patient access to these services, especially among older adults with chronic health conditions.

Objective: The aim of this project was to design and test two low-cost wireless interfaces for the telemonitoring of home-based
biking exercise.

Methods: We designed an interactive biking system (iBikE) that comprises a tablet PC and a low-cost bike. Two wireless
interfaces to monitor the revolutions per minute (RPM) were built and tested. The first version of the iBikE system uses Bluetooth
Low Energy (BLE) to send information from the iBikE to the PC tablet, and the second version uses a Wi-Fi network for
communication. Both systems provide patients and their clinical teams the capability to monitor exercise progress in real time
using a simple graphical representation. The bike can be used for upper or lower limb rehabilitation. We developed two tablet
applications with the same graphical user interfaces between the application and the bike sensors but with different communication
protocols (BLE and Wi-Fi). For testing purposes, healthy adults were asked to use an arm bike for three separate subsessions (1
minute each at a slow, medium, and fast pace) with a 1-minute resting gap. While collecting speed values from the iBikE
application, we used a tachometer to continuously measure the speed of the bikes during each subsession. Collected data were
later used to assess the accuracy of the measured data from the iBikE system.

Results: Collected RPM data in each subsession (slow, medium, and fast) from the iBikE and tachometer were further divided
into 4 categories, including RPM in every 10-second bin (6 bins), RPM in every 20-second bin (3 bins), RPM in every 30-second
bin (2 bins), and RPM in each 1-minute subsession (60 seconds, 1 bin). For each bin, the mean difference (iBikE and tachometer)
was then calculated and averaged for all bins in each subsession. We saw a decreasing trend in the mean RPM difference from
the 10-second to the 1-minute measurement. For the 10-second measurements during the slow and fast cycling, the mean
discrepancy between the wireless interface and tachometer was 0.67 (SD 0.24) and 1.22 (SD 0.67) for the BLE iBike, and 0.66
(SD 0.48) and 0.87 (SD 0.91) for the Wi-Fi iBike system, respectively. For the 1-minute measurements during the slow and fast
cycling, the mean discrepancy between the wireless interface and tachometer was 0.32 (SD 0.26) and 0.66 (SD 0.83) for the BLE
iBike, and 0.21 (SD 0.21) and 0.47 (SD 0.52) for the Wi-Fi iBike system, respectively.

Conclusions: We concluded that a low-cost wireless interface provides the necessary accuracy for the telemonitoring of
home-based biking exercise.

(JMIR Biomed Eng 2022;7(2):e41782)   doi:10.2196/41782
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Introduction

Telerehabilitation overcomes the barriers of distance and time
using telecommunications and enables remote delivery of health
care services from clinicians to patients’ homes. Advances in
telerehabilitation technology has brought about a possibility of
a remotely supervised rehabilitation program through real-time
communication, tracking of physical activities of a patient,
monitoring vital body functions, and rehab physical therapy
[1-3]. Telemedicine use has grown significantly during the
COVID-19 pandemic [4] when the World Health Organization
encouraged physical distancing [5]. Telehealth approaches may
be instrumental for supporting home-based cycling exercises
in people with chronic health conditions especially when safety
and adherence with exercise prescription can be monitored in
real time [6]. Existing solutions are primarily designed for
healthy athletes and are characterized by high cost and lack of
functionality that allows health professionals to monitor cycling
exercise and provide feedback to patients in a timely fashion.
Limited research has been conducted on low-cost wireless
interfaces for the real-time remote monitoring of cycling
exercise in a telerehabilitation setting that promotes upper and
lower limb rehabilitation.

Cycling exercise equipment is often used to facilitate training
of the upper and lower extremities, and is widely available in
rehabilitation facilities that can oversee patient exercise [7].
Cycling exercise training was shown to improve clinical
outcomes in patients in hemodialysis [8], patients in recovery
stage after hip fracture [9], patients with mechanical ventilation
[10], patients with acute recovery stage after stroke [11], patients
with chronic pulmonary disease [12], patients with chronic
health conditions [13], patients with Parkinson disease [14],
hemiparetic patients [15], patients with COVID-19 [16], and
in-bed critically ill patients [17]. Patients’ engagement in
telerehabilitation could be promoted using gaming and consumer
appliances [18-22], where patients get motivation to engage in
enjoyable play behavior that involves useful therapy-related
activities [23].

Cycling exercise equipment is widely available at homes at low
cost; however, lack of remote connectivity with a team of

rehabilitation professionals to monitor exercise progress in real
time makes it far from being effective in practice. Providing
simple real-time visualizations and numerical expressions in
addition to designing an alert system, preventing exertion levels
exceeding those approved by a rehabilitation team, would highly
improve the remote exercise effectiveness and safety. We
previously showed a high level of system acceptance by the
study participants for the initial iBikE design system [24]. The
data obtained from this study provided the basis for the
development and testing of optimal customized telerehabilitation
programs.

The goal of this study was to design and test the accuracy of
two low-cost wireless interfaces for the telemonitoring of
home-based cycling exercise systems. The major difference of
the two systems was the communication protocol. The first
system used Bluetooth Low Energy (BLE) to communicate
between the iBikE and tablet PC. The second system used Wi-Fi
to communicate between the iBikE and tablet PC.

Methods

Overview
We developed two iBikE systems that use either Wi-Fi or BLE
protocol to communicate between the tablet PC and iBikE. To
evaluate and assess the accuracy and functionality of the
systems, we tested both systems in two separate experiments.
During each experiment, we used a laser tachometer to measure
the bike speed. A total of 9 healthy individuals were asked to
hand cycle in each experiment. Finally, collected data from the
systems were compared to their representative collected data
from the laser tachometer.

We used the same hardware and user interface for both designs.
The iBikE system has two main parts: (1) a tablet PC application
and (2) an iBikE (Figure 1). Recorded data were sent through
wireless communications from built-in systems in the iBikE to
the PC tablet. In addition, data were provided to
telerehabilitation users when they were engaged in cycling
exercises. To make it easy to use, the iBikE itself had only one
physical button and the tablet PC had a touch screen button to
start/stop the exercise session.

JMIR Biomed Eng 2022 | vol. 7 | iss. 2 |e41782 | p.105https://biomedeng.jmir.org/2022/2/e41782
(page number not for citation purposes)

Smiley et alJMIR BIOMEDICAL ENGINEERING

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. System design. Both developed systems have the same hardware and user interface. The major difference between the two systems is the
communication protocol. They communicate through either Wi-Fi or BLE. BLE: Bluetooth Low Energy; MCU: microcontroller unit; VCC: Voltage
Common Collector; GND: ground; MOSFET: metal–oxide semiconductor field-effect transistor.

Tablet PC Application
We developed a touchscreen-operated application on a tablet
PC using Universal Windows Platform, which can be run on
any Windows 10 operating system. We used C# programming
language to develop the application. Two buttons were designed
in the first page of the application, Pulse Oximeter and iBikE
buttons. To display oxygen saturation and pulse rate data while
the user was cycling, the user needed to push the Pulse Oximeter
button to connect the wrist-worn pulse oximeter. We used the
WristOx2, model 3150 [25], which connects to the tablet PC
via BLE. By pressing the Pulse Oximeter image, the application
first scans and then pairs the pulse oximeter through the BLE
to the tablet PC. This turns its representative device button on
the application to green (Figure 2). The application uses a
standard universally unique identifier (UUID) to get the
characteristics and their values. Successful pairing of the
microcontroller unit (MCU) of the wireless interface with the
tablet PC allows the user to start an exercise session and to track

biking progress in real time. In addition, it allows the received
data from the pulse oximeter to be displayed on the exercise
page (Figure 3). Before starting the cycling session, the user
had to activate the pulse oximeter by clicking on its image in
the first page of the application. To start the cycling session,
users needed to first push the physical button on the bike to turn
on the iBikE equipment. Next, they needed to connect the tablet
to the iBikE equipment by pressing its representative button on
the application (Figure 2). This resulted in the connecting of
the application to the iBikE through either Bluetooth or Wi-Fi
and took the user to the second page of the application (Figure
3). On the second page, by starting the exercise, the real-time
exercise feedback interface via the tablet PC was activated, and
the user could monitor the real-time speed in revolutions per
minute (RPM). In addition, the real-time pulse rate and oxygen
saturation data were sent from the oximeter to the tablet and
could be monitored on the second page. The user’s entire
exercise data was stored on the local server and in .csv files.

Figure 2. User interface. User needed to push a button to pair the application to the oximeter. They also needed to push the button on the right to pair
the application to the iBikE equipment to start the cycling session.
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Figure 3. Real-time monitoring of the speed (rpm) versus time (second) during cycling. Information taken from the oximeter, including pulse rate and
oxygen saturation, were also displayed during the cycling sessions. The image was taken with a camera and filtered for better illustration. rpm: revolutions
per minute.

iBikE Equipment
There were three main modules in the iBikE exercise equipment
(Figure 1): (1) control and computing module, (2) magnetic
switch module (reed sensor), and (3) either Bluetooth or Wi-Fi
communication module.

Control and Computing Module
In this project, we used FireBeetle ESP-32, which is a
low-power consumption MCU designed for Internet of Things
projects. It integrated a Dual-Core ESP-WROOM-32 module,
which supports MCU and Wi-Fi and Bluetooth dual-mode
communication. It also supports a 3.7V external lithium battery
power supply. The iBikE first read the information provided by
the reed switch sensor through the ESP32 MCU to obtain
relevant cycle information and then sent the data to the tablet
PC through either Bluetooth or Wi-Fi. Real-time cycling
information, the intervals (milliseconds), was measured through
the calculation algorithm in the MCU. The intervals were then
delivered to the tablet PC via either the Wi-Fi or Bluetooth
communication module. The reed switch was used to measure
the time required to complete a single cycling of the iBikE.

Magnetic Switch Module
The reed sensor (magnetic switch) is a sensor that converts
magnetic field changes into electrical signals. It consists of a
pair of ferromagnetic flexible metal contacts, normally open,
in a sealed glass envelope. By holding the magnet to the
magnetic switch of the iBikE equipment, the magnetic switch
detects the change in the magnetic field and closes the metal
contacts, resulting in the flow of an electrical signal. By
removing the magnet from the magnetic field, the magnetic

switch detects the change and stops the flow of the electrical
signal. In the iBikE equipment, every rotation of the pedals (one
cycle) was detected by the magnetic switch. Continuous
sampling of the electrical signal flow from the switch by the
MCU provided cycling time intervals. The user’s departure
from the iBikE was detected if there was no detection of on/off
changes in the sampled electrical signal for more than 90
seconds.

Bluetooth or Wi-Fi Communication Module
We developed two separate iBikE systems to transmit cycling
intervals from the iBikE system to the PC tablet using either
Wi-Fi or BLE communication protocol in each system. In BLE
communication mode, the PC tablet was directly connected to
the MCU integrated inside the iBikE equipment. Cycle intervals
were first converted into two bytes: low byte (the least
significant part of an integer) and high byte (the most significant
part of an integer). The byte packets were then sent to the tablet
PC. We defined our custom UUID to transfer values from the
MCU to the tablet PC. In Wi-Fi communication mode, both the
PC tablet and the MCU were connected to the same Wi-Fi
network. User Datagram Protocol was used to send cycling
intervals from the bike, configured as client, to the PC tablet,
configured as server.

Data Collection
Both developed iBikE systems had the same operating
procedure. To start the cycling session, the user was required
to first press the physical red button on the iBikE exercise
equipment to wake up the MCU and to activate either the Wi-Fi
or Bluetooth communication with the tablet PC. The user then
needed to press the button on the first page of the application
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(Figure 2) to indicate the beginning of the exercise. This allowed
the tablet PC to connect to the Wi-Fi/Bluetooth communication
module and pair with the iBikE exercise equipment. After
pairing the tablet PC to the iBikE, the prescribed cycling speeds
appeared on the second page of the interface (Figure 3), where
the user could exercise via the iBikE exercise equipment and
receive feedback on the user’s exercise.

The accuracy of each iBikE system was checked using a laser
tachometer, DT-2100, Nidec-SHIMPO [26]. The tachometer

was used in noncontact continuous measurement mode to detect
the measured RPM in real time (Figure 4B). The tachometer
samples the continuous RPM measurements with 10 Hz
sampling frequency. Collected data could be visualized in its
PC software in real time. At the end of each session, recorded
data could be saved in an Excel (Microsoft Corporation) file.
Finally, the saved data during each cycling experiment were
compared to their representative collected data from the iBikE
system.

Figure 4. (A) Exercise equipment. The user interface is only a physical button to make it easy to use the equipment. All the components, including the
reed switch, push switch, MCU and Bluetooth Low Energy modules, and power control module are inside the iBikE equipment. (B) We used a laser
tachometer, DT-2100, Nidec-SHIMPO [15], in noncontact continuous measurement mode to detect the measured revolutions per minute in real time
to later compare the results with data taken from the iBikE equipment. MCU: microcontroller unit.

A single group of 9 individuals performed 3 sessions of hand
cycling for each iBikE system, with a 1-minute duration for
each session. They started with 1 minute of hand cycling at a
slow pace, followed by 1 minute of rest. They then started with
1 minute of hand cycling at a medium pace, followed by 1
minute of rest. Finally, they started with 1 minute of hand
cycling at a fast pace. The meaning of slow, medium, and fast
was based on the user interpretation. Participants in the tests
were 9 healthy individuals, aged between 21 and 37 years. They
performed the tests on 2 different days. Data were collected
from the iBikE system with the BLE communication mode on
the first day, and data were collected from the iBikE system
with Wi-Fi communication mode on the second day. Users
completed a total of 18 sessions (54 phases). Data were collected
from both the iBikE system and tachometer in parallel during
each session. The iBikE system recorded completed cycling
intervals and sent the data to the PC tablet. At the same time,
the tachometer collected RPM values and sent them to a PC
with a sampling rate of 10 Hz.

In addition to cycling information, which was sent by the MCU
to the application, other information, including heart rate, SpO2
(oxygen saturation level), and Personal Activity Intelligence
[27], was sent from the pulse oximeter to the application.

Ethical Considerations
As there was no risk and the participants were all authors of
this paper, we did not require institutional review board
approval. Data were collected between May 2022 and June
2022. No protected health information were collected, and the

resulting analytical data set was fully deidentified. No
compensation was provided to the study participants.

Results

The iBikE system accuracy was evaluated by comparing the
collected data from the iBikE and its representative collected
data from the tachometer for each session. We developed an
algorithm using MATLAB R2022a (MathWorks) to compare
the two collected data sets. The first step in the algorithm was
to shift the collected data from the iBikE to match its
representative collected data from the tachometer. This was
done for all 54 (1 minute) collected data at slow, medium, and
fast pace (Figures 5-7). All the figures belonged to the same
individual, cycling with various paces in three sessions in
1-minute durations.

In the collected data at a slow pace, we had less samples
collected from the iBikE compared to the medium- and
fast-paced sessions for the same individual. This is because the
iBikE sends the intervals (in milliseconds) whenever each cycle
is completed. In the slow-paced session, it takes longer for the
user to complete a cycle, and therefore, less samples are
collected by the iBikE system for each session with the same
duration (60 seconds). However, in the tachometer, the data
collection sampling rate is 10 Hz in continuous mode for all
sessions. Therefore, we had 600 collected samples for each
60-second session. To compare the data from the iBikE and its
representative collected data from the tachometer, data from
the tachometer was averaged to be the same size to its
representative collected data from the iBikE (Figures 5-7).
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Figure 5. Measured RPM from the iBikE system versus the tachometer in a 1-minute session at a slow pace. RPM: revolutions per minute.

Figure 6. Measured RPM from the iBikE system versus a tachometer in 1-minute sessions at a medium pace. RPM: revolutions per minute.
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Figure 7. Measured RPM from the iBikE system versus a tachometer in 1-minute sessions at a fast pace. RPM: revolutions per minute.

Shifting collected data from the iBikE and matching its
representative collected data from the tachometer allowed us
to determine the starting and ending points of each session. The
second step in the algorithm was to divide each session (60
seconds) into 4 subsessions: 10 seconds, 20 seconds, 30 seconds,
and 60 seconds for both collected data from the tachometer and
the iBikE systems. In a 10-second subsession, for example, both
collected data from the iBikE and tachometer in each session
(with 60-second durations) was divided into 6 bins of 10
seconds. The mean of the RPM were then calculated for every
10-second bin. The mean difference was then calculated for
each bin (iBikE and its representative tachometer bin). Finally,
the mean value (of the 6 bins) was calculated. Table 1 shows
an example of the calculated mean for all subsections for one
of the participants.

Finally, the mean and SD of all the similar subsections for all
participants were calculated and are shown in Tables 2 and 3
and Figure 8.

In each session, the mean and SD of the subsections showed a
downtrend from 10-second measured means to 60-second ones.
The trend was the same for all the sessions for both Wi-Fi and
BLE systems. The maximum calculated means of subsections
for each person’s collected data were 2.96 for Wi-Fi and 2.69
for BLE, both in 10 seconds of collected data at a fast pace. The
minimum mean of the subsections for all participants’collected
data was 0.2 (SD 0.3) in the 60-second subsession at medium
speed. For the Wi-Fi iBikE system, this number was 0.21 (SD
0.21) in the 1-minute subsession at slow speed.

Table 1. Example of calculated mean difference for each subsection (10 seconds, 20 seconds, 30 seconds, and 60 seconds) in each session (slow,
medium, fast) for both the BLE and Wi-Fi iBikE systems for one of the participants. Each section is divided into 6 bins, 3 bins, 2 bins, and 1 bin. The
difference of the revolutions per minute means is then calculated for each bin. The mean of the bins in each subsection is reported.

Wi-Fi sectionsBLEa sectionsSubsections

FastMediumSlowFastMediumSlow

0.70.530.530.950.870.6910-s bins (6 bins), mean

0.370.50.270.71.140.3820-s bins (3 bins), mean

0.390.10.130.521.130.4230-s bins (2 bins), mean

0.150.070.150.080.10.1760-s bin (1 bin), mean

aBLE: Bluetooth Low Energy.

JMIR Biomed Eng 2022 | vol. 7 | iss. 2 |e41782 | p.110https://biomedeng.jmir.org/2022/2/e41782
(page number not for citation purposes)

Smiley et alJMIR BIOMEDICAL ENGINEERING

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 2. Mean and SD of all the collected differences between the wireless interface and tachometer in each subsection with similar bins for the
Bluetooth Low Energy iBikE system.

Fast pace sessions, mean (SD)Medium pace sessions, mean (SD)Slow pace sessions, mean (SD)Subsections

1.22 (0.67)0.65 (0.37)0.67 (0.24)10-s bins

0.98 (0.72)0.45 (0.38)0.53 (0.29)20-s bins

0.85 (0.75)0.39 (0.41)0.41 (0.24)30-s bins

0.66 (0.83)0.20 (0.30)0.32 (0.26)60-s bins

Table 3. Mean and SD of all the collected differences between the wireless interface and tachometer in each subsection with similar bins for the Wi-Fi
iBikE system.

Fast pace sessions, mean (SD)Medium pace sessions, mean (SD)Slow pace sessions, mean (SD)Subsections

0.87 (0.91)0.43 (0.18)0.66 (0.48)10-s bins

0.70 (0.70)0.37 (0.12)0.46 (0.32)20-s bins

0.64 (0.63)0.30 (0.17)0.32 (0.31)30-s bins

0.47 (0.52)0.24 (0.17)0.21 (0.21)60-s bins

Figure 8. Means and SDs of the calculated mean differences in the 10-, 20-, 30-, and 60-second subsessions for all individuals for both the Wi-Fi and
Bluetooth Low Energy iBikE systems. RPM: revolutions per minute.

Discussion

Principal Results
We designed and developed two systems that could be used as
in-home exercise for patients requiring a telerehabilitation
exercise system. We designed the system in a way that was
easily accessible and required minimal experience from users
to operate the system. Our new systems are low-cost and showed
their capability and accuracy in communicating through either
BLE or Wi-Fi. We evaluated our iBikE systems’ accuracy and
functionality by comparing their recorded data with the collected
data from the laser tachometer. The results showed that the

minimum mean RPM difference was 0.2 (SD 0.3) for 1 minute
of hand cycling at a medium-paced session for the BLE iBikE
system. For the Wi-Fi iBikE system, the minimum mean RPM
difference was 0.21 (SD 0.21) for 1 minute of hand cycling at
a slow-paced session.

We made the user interface as simple as possible for the user
to work with the iBikE system and to start/stop a session. By
pushing a single physical button on the iBikE equipment (Figure
3), both systems easily connect to the PC tablet. This activated
the BLE/Wi-Fi connection in the MCU and then waited for the
user to push a button on the tablet PC screen to confirm the
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connection and to start the cycling session. The same button on
the iBikE equipment could be used to stop the cycling session.

Limitations
We used FireBeetle ESP-32, with integrated Dual-Core
ESP-WROOM-32 module, which supports MCU and Wi-Fi
and Bluetooth dual-mode communication. To accurately record
the cycling intervals from the reed switch on falling edges, we
used interrupt service routine (ISR) in our detection algorithm.
Due to the capacitive structure of the reed switch [28] and
external magnetic field effect [29], random falling edges (false
interrupts) for every ~250 milliseconds were detected in the
Wi-Fi iBikE system. For the BLE iBikE system, false interrupts
happened every ~140 milliseconds. When the system battery
got below its ~70% capacity, the effect of detecting false
interrupts was more frequent and longer, ~180 milliseconds and
~300 milliseconds for the BLE and Wi-Fi systems, respectively.
Therefore, the cycling interval detection algorithm used a hold
off timer in the ISR to prevent the counter from incrementing
on the false interrupts. This was one of the advantages of the
BLE system over the Wi-Fi system, as the hold off timer was
smaller (less than 200 ms) and, as a result, could detect faster
RPM (up to 300) compared to the Wi-Fi system. In addition,
the BLE iBikE system used less battery during similar sessions.
The highest RPM value recorded during the fast-paced sessions
was 142 RPM. Therefore, both systems could detect all the
cycling intervals with no missing data. However, the issue
should be considered for similar applications, where data need
to be recorded faster with higher frequency.

To activate the Wi-Fi communication in the ESP-32 MCU, we
needed to set the username and password of an active router
nearby the iBikE to be connected to Wi-Fi and to communicate
with the PC tablet. If the user moved to a new location with a
new active router, the MCU embedded programing code needed
to be updated with the new username and password. This
requires an experienced person with special integrated

development environment software (Arduino IDE, etc) to update
the code with the new username and password. In addition, we
needed to provide the IP address of the tablet PC in the
programing code to communicate to the tablet PC. However,
the BLE system did not have these limitations. Our suggestions
for using the BLE iBikE system over the Wi-Fi system are
limited to this developed system, our application’s needs, and
the system’s data results. Both BLE and Wi-Fi technologies
have their strong and weak sides. When the application requires
a big data transfer with faster speed and with high security, for
example, Wi-Fi is a better choice.

Conclusions and Future Work
The iBikE system consisted of a sensor for sampling fast cycles,
detecting algorithms for the patient’s exit from the program,
programs for collecting sensor data and communicating with a
tablet PC, user interfaces for displaying the iBikE and patient
data and entering control variables, and follow-up records and
data collection systems. A low-cost wireless interface provided
the necessary accuracy for the telemonitoring of home-based
biking exercises. This iBikE system is novel because it can
capture and communicate real-time exercise cycling data for a
rehabilitation team using a reliable low-cost wireless interface.

In previous work, we demonstrated high acceptance and positive
impact of physical telerehabilitation in patients with chronic
pulmonary conditions [30], multiple sclerosis [31], and geriatric
syndromes [32]. The next step is to evaluate the impact of
home-based cycling telerehabilitation programs that include
real-time exercise monitoring and data-driven feedback from
rehabilitation teams in a clinical trial setting, which includes a
diverse spectrum of patients enrolled for a prolonged period of
time. Short-term and long-term cycling effects should be
investigated and compared to the existing rehabilitation
outcomes implemented in outpatient clinics. Telerehabilitation
programs will be assessed by their impact on aerobic fitness,
clinical outcomes, health care use, and exercise adherence.
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